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Parameterized Codes over Cycles

Manuel González Sarabia, Joel Nava Lara, Carlos Renteŕıa
Márquez and Eliseo Sarmiento Rosales

Abstract

In this paper we will compute the main parameters of the parameteri-
zed codes arising from cycles. In the case of odd cycles the corresponding
codes are the evaluation codes associated to the projective torus and the
results are well known. In the case of even cycles we will compute the
length and the dimension of the corresponding codes and also we will
find lower and upper bounds for the minimum distance of this kind of
codes. In many cases our upper bound is sharper than the Singleton
bound.

1 Introduction

Coding theory is a branch of mathematics that is related to other disciplines,
like information theory, computer science, cryptography, graph theory and
others. It was born in the middle of the last century with the publication of
the work of C.E. Shannon, [14]. In this paper we develop some interesting
applications of several tools of commutative algebra and algebraic geometry
in order to describe the main parameters of some particular evaluation codes
arising from cycles. In fact the bounds for the minimum distance that we
find in the subsection 3.2.3 are good enough (for example, our upper bound
is sharper than the Singleton bound in many cases). It is worth pointing out
that the core of this work is the relation between the parameters of these codes
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(length, dimension, minimum distance) and some invariants of IX (degree,
Hilbert function, regularity).

Parameterized codes were introduced in [11]. In that paper the authors
computed the length of the parameterized codes associated to any connected
simple graph (Corollary 3.8). Unfortunately this is the only parameter that
has been found in the general case (for any simple graph). The other two
parameters (dimension and minimum distance) must be studied in particular
cases. For example, the main parameters of the evaluation codes arising from
complete bipartite graphs were described in [5]. We use these approximations
in order to study a case that, in spite of the simplicity of the graphs (they are
cycles), is very hard.

We start with some necessary definitions.
Let K = Fq be a finite field with q elements and let Zv1 , . . . , Zvs be a finite

set of monomials. As usual if vi = (vi1, . . . , vin) ∈ Nn, then we set

Zvi = Zvi11 · · ·Zvinn , i = 1, . . . , s,

where Z1, . . . , Zn are the indeterminates of a ring of polynomials with coeffi-
cients in K. Consider the following set parameterized by these monomials

X := {[(xv111 · · ·xv1nn , . . . , xvs11 · · ·xvsnn )] ∈ Ps−1|xi ∈ K∗ for all i},

where K∗ = K \{0} and Ps−1 is a projective space over the field K. Following
[12] we call X an algebraic toric set parameterized by Zv1 , . . . , Zvs . The set
X is a multiplicative group under componentwise multiplication.

Let S = K[T1, . . . , Ts] = ⊕∞d=0Sd be a polynomial ring over the field K
with the standard grading, let [P1], . . . , [P|X|] be the points of X, and let

f0(T1, . . . , Ts) = T d1 . The evaluation map

evd : Sd = K[T1, . . . , Ts]d → K |X|, f 7→
(
f(P1)

f0(P1)
, . . . ,

f(P|X|)

f0(P|X|)

)
(1)

defines a linear map of K-vector spaces. The image of evd, denoted by CX(d),
defines a linear code. Following [11] we call CX(d) a parameterized code of
order d. As usual by a linear code we mean a linear subspace of K |X|.

The definition of CX(d) can be extended to any finite subset X ⊂ Ps−1 of
a projective space over a field K. Indeed if we choose a degree d ≥ 1, for each
i there is fi ∈ Sd such that fi(Pi) 6= 0 and we can define CX(d) as the image
of the evaluation map given by

evd : Sd = K[T1, . . . , Ts]d → K |X|, f 7→
(
f(P1)

f1(P1)
, . . . ,

f(P|X|)

f|X|(P|X|)

)
. (2)
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In this generality—the resulting linear code—CX(d) is called an evaluation
code associated to X [4]. It is also called a projective Reed-Muller code over the
set X [3, 7]. Some families of evaluation codes have been studied extensively,
including several variations of Reed-Muller codes [2, 3, 4, 5, 7, 15]. In this
paper we will only deal with parameterized codes over finite fields.

The dimension and length of CX(d) are given by dimK CX(d) and |X|
respectively. The dimension and length are two of the basic parameters of a
linear code. A third basic parameter is the minimum distance which is given
by

δX(d) = min{‖v‖ : 0 6= v ∈ CX(d)},

where ‖v‖ is the number of non-zero entries of v. The basic parameters of
CX(d) are related by the Singleton bound for the minimum distance

δX(d) ≤ |X| − dimK CX(d) + 1.

The parameters of evaluation codes over finite fields have been computed
in several cases. If X = Ps−1, the parameters of CX(d) are described in
[15, Theorem 1]. If X is the image of the affine space As−1 under the map
As−1 → Ps−1, x 7→ [(1, x)], the parameters of CX(d) are described in [2,
Theorem 2.6.2]. In this paper we examine the case when X is an algebraic
toric set parameterized by Z1Z2, Z2Z3, . . . , Zn−1Zn, ZnZ1.

The vanishing ideal of X, denoted by IX , is the ideal of S generated by
the homogeneous polynomials of S that vanish on X.

For all unexplained terminology and additional information we refer to [1,
16] (for the theory of polynomial ideals and Hilbert functions), and [10, 17, 18]
(for the theory of error-correcting codes and algebraic geometric codes).

2 Preliminaries

We continue using the notation and definitions given in the introduction. In
this section we introduce the basic algebraic invariants of S/IX and their
connection with the basic parameters of parameterized linear codes. Then we
present some of the results that will be needed later.

Recall that the projective space of dimension s − 1 over K, denoted by
Ps−1, is the quotient space

(Ks \ {0})/ ∼ ,

where two points α, β in Ks\{0} are equivalent if α = λβ for some λ ∈ K. We
denote the equivalence class of α by [α]. Let X ⊂ Ps−1 be an algebraic toric
set parameterized by Zv1 , . . . , Zvs and let CX(d) be a parameterized code of
order d. The kernel of the evaluation map evd, defined in Eq. (1), is precisely
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IX(d) the degree d piece of IX . Therefore there is an isomorphism of K-vector
spaces

Sd/IX(d) ' CX(d).

Two of the basic parameters of CX(d) can be expressed using Hilbert
functions of standard graded algebras [16], as we now explain. Recall that
the Hilbert function of S/IX is given by

HX(d) := dimK (S/IX)d = dimK Sd/IX(d) = dimK CX(d).

The polynomial hX(t) =
∑k−1
i=0 cit

i ∈ Z[t] of degree k − 1 = dim(S/IX) −
1 such that hX(d) = HX(d) for d � 0 is called the Hilbert polynomial of
S/IX . The integer ck−1(k − 1)!, denoted by deg(S/IX), is called the degree
or multiplicity of S/IX . In our situation hX(t) is a non-zero constant because
S/IX has dimension 1. Furthermore hX(d) = |X| for d ≥ |X| − 1, see [9,
Lecture 13]. This means that |X| equals the degree of S/IX . Thus HX(d) and
deg(S/IX) equal the dimension and the length of CX(d) respectively. There
are algebraic methods, based on elimination theory and Gröbner bases, to
compute the dimension and the length of CX(d) [11].

The index of regularity of S/IX , denoted by reg(S/IX), is the least integer
p ≥ 0 such that hX(d) = HX(d) for d ≥ p. The degree and the regularity
index can be read off the Hilbert series as we now explain. The Hilbert series
of S/IX can be written as

FX(t) :=

∞∑
i=0

HX(i)ti =

∞∑
i=0

dimK(S/IX)it
i =

h0 + h1t+ · · ·+ hrt
r

1− t
,

where h0, . . . , hr are positive integers. Indeed hi = dimK(S/(IX , Ts))i for
0 ≤ i ≤ r and dimK(S/(IX , Ts))i = 0 for i > r. This follows from the fact
that IX is a Cohen-Macaulay lattice ideal [11] and by observing that {Ts} is
a regular system of parameters for S/IX (see [16]). The number r equals the
regularity index of S/IX and the degree of S/IX equals h0 + · · ·+ hr (see [16]
or [19, Corollary 4.1.12]).

3 Parameterized codes arising from cycles

From now on we will use s = n in the definitions given in the introduction. In
our case the number of monomials that parameterize an algebraic toric set is
the same that the number of variables in the corresponding polynomial ring.
The toric set parameterized by the edges of a cycle Cn is given by

X = {[(a1a2, a2a3, . . . , an−1an, ana1)] ∈ Pn−1 : ai ∈ K∗ for all i = 1, . . . , n},
(3)
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and when we say a projective torus of order n− 1 we mean the toric set

Tn−1 = {[(a1, . . . , an)] ∈ Pn−1 : ai ∈ K∗ for all i = 1, . . . , n}. (4)

In the next section we will analyze the case where n is an odd number.

3.1 Odd cycles

We will take n = 2k+1. It is immediate that the set X that appears in the Eq.
(3) becomes T2k and in this case the parameterized codes CX(d) are called
generalized Reed-Solomon codes and their main parameters are well known
([6], [13]).

Theorem 3.1. The main characteristics of the parameterized codes arising
from the edges of an odd cycle C2k+1 are the following:

• Length: |X| = (q − 1)2k.

• Vanishing ideal: IX = ({T q−1i − T q−11 }2k+1
i=2 ).

• Hilbert series: FX(t) = (1−tq−1)2k

(1−t)2k+1 .

• Index of regularity: reg (S/IX) = 2k(q − 2).

• Dimension: HX(d) =
(
2k+d
d

)
+
∑2k
i=1(−1)i

(
2k
i

)(
2k+d−i(q−1)
d−i(q−1)

)
.

• Minimum distance:

δX(d) =

{
(q − 1)2k−(m+1)(q − 1− `) if d ≤ 2k(q − 2)− 1,

1 if d ≥ 2k(q − 2),

where m and ` are the unique integers such that m ≥ 0, 1 ≤ ` ≤ q − 2
and d = m(q − 2) + `.

3.2 Even cycles

In this case we will take n = 2k. The toric set X is given by Eq. (3).
In the following sections we will describe the length and dimension of the
parameterized codes arising from even cycles. Finally, we will find lower and
upper bounds for the minimum distance of these codes.



246 M. G. Sarabia, J. Nava L., C. Renteŕıa M. and E. Sarmiento R.

3.2.1 Length

In the next theorem we will compute the first parameter of the parameterized
codes associated to even cycles.

Theorem 3.2. The length of the parameterized codes arising from the edges
of an even cycle C2k is given by:

|X| = (q − 1)2k−2. (5)

Proof. Let ϕ be the following map:

ϕ : X → Tk−1,
ϕ([(a1a2, a2a3, . . . , a2ka1)]) = [(a1a2, a3a4, . . . , a2k−1a2k)].

We note that this map just projects the original vector on its odd compo-
nents. It is easy to see that ϕ is an homomorphism between the multiplicative
groups X and Tk−1. In fact if we take [(a1, a3, . . . , a2k−1)] ∈ Tk−1 we define
b2i = 1 for all i = 1, . . . , k and b2i−1 = a2i−1 for all i = 1, . . . , k. Then the
point [(b1b2, b2b3, . . . , b2kb1)] = [(a1, a3, a3, . . . , a2k−1, a2k−1, a1)] ∈ X and its
image under ϕ is [(a1, a3, . . . , a2k−1)]. Therefore ϕ is a surjective map and
thus X/Kerϕ is isomorphic to Tk−1. But

Kerϕ = {[(1, a2a3, 1, a4a5, 1, . . . , 1, a2ka1)] : ai ∈ K∗ for all i},

and then |Kerϕ| = (q − 1)k−1. Therefore |X| = |Tk−1| · |Kerϕ| = (q −
1)2k−2.

Remark 3.3. The result given in Eq. (5) is an easy consequence of [11,
Corollary 3.8] because even cycles are bipartite graphs. We decided to prove
it with the help of the map ϕ because it plays a very important role in the
development of this work.

3.2.2 Dimension

In this section we will use S = K[T1, . . . , T2k] and R = K[t1, t3, . . . , t2k−1]
as the polynomial rings in the corresponding variables. Also IX will be the
vanishing ideal of the set X and ITk−1

the corresponding vanishing ideal of the
projective torus Tk−1. Let α be the map: α : S → R, α(T2i−1) = t2i−1 for all
i = 1, . . . k, α(T2i) = t2i+1 for all i = 1, . . . , k − 1 and α(T2k) = t1. It means
that

α : S → R, α(
∑
(i)

a(i)T
i1
1 T

i2
2 · · ·T

i2k
2k ) =

∑
(i)

a(i)t
i1+i2k
1 ti2+i33 · · · ti2k−2+i2k−1

2k−1 .

(6)
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It is immediate that α is a ring epimorphism and in fact we have the next
result.

Lemma 3.4. α(IX) = ITk−1
.

Proof. Let f be an homogeneous polynomial in the ring S. Then

α(f) = f(t1, t3, t3, . . . , t2k−1, t2k−1, t1).

If [(a1, a3, . . . , a2k−1)] ∈ Tk−1 then, whenever f ∈ IX ,

f(a1, a3, a3, . . . , a2k−1, a2k−1, a1) = 0

because [(a1, a3, a3, . . . , a2k−1, a2k−1, a1)] ∈ X. Therefore

α(f)(a1, a3, . . . , a2k−1) = f(a1, a3, a3, . . . , a2k−1, a2k−1, a1) = 0.

Then α(f) ∈ ITk−1
. It proves that α(IX) ⊆ ITk−1

.

By the other hand, we know that (see [6]) IT2k−1
= ({T q−1i −T q−11 }2ki=2) and

ITk−1
= ({tq−12i−1− t

q−1
1 }ki=2). Moreover we know that X ⊆ T2k−1 and it means

that IT2k−1
⊆ IX . Then tq−12i−1 − t

q−1
1 = α(T q−12i−1 − T

q−1
1 ) ∈ α(IT2k−1

) ⊆ α(IX).
Therefore ITk−1

⊆ α(IX).

From now on we will use the toric set

Y := {[(a1, a3, a3, . . . , a2k−1, a2k−1, a1)] ∈ T2k−1 : ai ∈ K∗ for all i}. (7)

Lemma 3.5. The set Y defined in (7) is a complete intersection [3], in fact,

IY = (T1 − T2k, {T2i − T2i+1}k−1i=1 , {T
q−1
2i+1 − T

q−1
2k }

k−1
i=1 ). (8)

Proof. We will use the lexicographic ordering T1 > T2 > · · · > T2k. Let
f ∈ IY . By using the division algorithm, f can be written as

f = f1(T1−T2k) + f3(T2−T3) + f5(T4−T5) + · · ·+ f2k−1(T2k−2−T2k−1) + r,

where fi, r ∈ S for all i, and r is a K−linear combination of monomials none
of which is divisible by any of T1, T2, T4, . . . , T2k−2. Then r(T1, . . . , T2k) =
r(T3, T5, . . . , T2k−1, T2k). Let [(a3, a5, . . . , a2k−1, a2k)] ∈ Tk−1. Thus

[(a2k, a3, a3, . . . , a2k−1, a2k−1, a2k)] ∈ Y

and

0 = f(a2k, a3, a3, . . . , a2k−1, a2k−1, a2k) = r(a3, a5, . . . , a2k−1, a2k).

Then r ∈ ITk−1
. Therefore (see [6]) r ∈ ({T q−12i+1 − T

q−1
2k }

k−1
i=1 ) and
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IY ⊆ (T1 − T2k, {T2i − T2i+1}k−1i=1 , {T
q−1
2i+1 − T

q−1
2k }

k−1
i=1 ).

The inclusion ⊇ is clear and the claim follows.

Lemma 3.6. The vanishing ideal of the toric set Y is given by

IY = IX + Kerα. (9)

Proof. The inclusion IY ⊆ IX + kerα follows from Lemma 3.5 because T1 −
T2k ∈ Kerα, {T2i − T2i+1}k−1i=1 ⊆ Kerα and {T q−12i+1 − T

q−1
2k }

k−1
i=1 ⊆ IX . Let

[(a1, a3, a3, . . . , a2k−1, a2k−1, a1)] ∈ Y and f ∈ IX , g ∈ Kerα. Then, because
[(a1, a3, a3, . . . , a2k−1, a2k−1, a1)] ∈ X, we get

f(a1, a3, a3, . . . , a2k−1, a2k−1, a1) = 0.

Let g(T1, . . . , T2k) =
∑

(i) b(i)T
i1
1 · · ·T

i2k
2k . Thus

α(g)(t1, t3, . . . , t2k−1) =
∑
(i)

b(i)t
i1+i2k
1 ti2+i33 · · · ti2k−2+i2k−1

2k−1 ,

and due to the fact that α(g) = 0 we conclude that

0 = α(g)(a1, a3, . . . , a2k−1) =
∑
(i)

b(i)a
i1+i2k
1 ai2+i33 · · · ai2k−2+i2k−1

2k−1 ,

and of course g(a1, a3, a3, . . . , a2k−1, a2k−1, a1) = 0.
Therefore f + g ∈ IY and the equality (9) follows.

Remark 3.7. We note that Y ⊆ X ⊆ T2k−1 and then IT2k−1
⊆ IX ⊆ IY .

Actually we have that

IX + Kerα = IY = IT2k−1
+ Kerα.

In order to compute the dimension of the parameterized codes over an even
cycle we need to introduce the map α.

α : S/IX → R/ITk−1
, α(f + IX) = α(f) + ITk−1

. (10)

This is a ring epimorphism and in fact we have the following result.

Lemma 3.8. Kerα = IY /IX .

Proof. Let f + IX ∈ IY /IX . Thus (by Lemma 3.6) f = g + h with g ∈ IX ,
h ∈ Kerα. Then α(f) = α(g) + α(h) = α(g) ∈ α(IX) = ITk−1

(by Lemma
3.4). Therefore f + IX ∈ Kerα.

By the other hand, let f + IX ∈ Kerα. Then α(f) ∈ ITk−1
= α(IX). Then

there exists g ∈ IX so that α(f) = α(g). Thus f−g ∈ Kerα, f ∈ IX+Kerα =
IY and the result is completely proved.
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Now, we are able to give the main result of this section.

Theorem 3.9. For all d ≥ 0 the dimension of the parameterized codes arising
from the edges of an even cycle C2k is given by

HX(d) = Hα(d) +HTk−1
(d), (11)

where Hα is the Hilbert function of IY /IX , i.e., Hα(d) = dimK IY (d)/IX(d).

Proof. Let d ≥ 0. Because the map α is graded, it induces the surjective
linear transformation α(d) : Sd/IX(d) → Rd/ITk−1

(d), f + IX(d) = α(f) +
ITk−1

(d). Then dimK Sd/IX(d) = dimK Ker (α)(d) + dimK Rd/ITk−1
(d). But,

by Lemma 3.8, dimK Ker (α)(d) = dimK IY (d)/IX(d) and the Eq. (11) follows
immediately.

Remark 3.10. We note that

HTk−1
(d) = HX(d)−Hα(d) = dimK Sd − dimK IX(d)− dimK IY (d) +

dimK IX(d) = dimK Sd/IY (d) = HY (d).

In the following corollary and the example given in section 4, we will
use (see Section 2) rX := reg (S/IX), rTk−1

:= reg (R/ITk−1
) and rα =

reg (IY /IX).

Corollary 3.11. With the notation used above, the index of regularity of
S/IX , where X is the toric set parameterized by the edges of an even cycle
C2k, is given by

rX = max {rα, rTk−1
}. (12)

Proof. In order to prove Eq. (12) it suffices to show that the function Hα(d)
is non decreasing (see Eq. (11)). We define the map ∆ : IY (d)/IX(d) →
IY (d+ 1)/IX(d+ 1), ∆(f + IX(d)) = T1f + IX(d+ 1). If f + IX(d) ∈ Ker ∆
then T1f ∈ IX(d + 1). It means that (T1f)(a1a2, a2a3, . . . , a2ka1) = 0 for all
[(a1a2, a2a3, . . . , a2ka1)] ∈ X. Thus

a1a2f(a1a2, a2a3, . . . , a2ka1) = 0,

but then f(a1a2, a2a3, . . . , a2ka1) = 0 for all [(a1a2, a2a3, . . . , a2ka1)] ∈ X and
Ker ∆ = IX(d). Therefore dimK IY (d)/IX(d) ≤ dimK IY (d + 1)/IX(d + 1)
and thus Hα(d) ≤ Hα(d+ 1) for all d ≥ 0.
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3.2.3 Minimum distance

In this section we will use the following notation: If ϕ is the map defined
in the proof of theorem 3.2 and M = Kerϕ = {[R1], . . . , [R|Tk−1|]} we know

that X = ∪|Tk−1|
i=1 M · [Pi] (disjoint union of the corresponding cosets) and

|M | = (q − 1)k−1.
In the same way let

ψ : T2k−1 → X, ψ([(a1, a2, . . . , a2k)]) = [(a1a2, a2a3, . . . , a2ka1)]. (13)

The map ψ is a group epimorphism and

Ker (ψ) = {[(1, a1, 1, a1, . . . , 1, a1)] : a1 ∈ K∗}.

Therefore if N := Ker (ψ), |N | = q − 1 and T2k−1 = ∪|X|i=1N · [Qi] (disjoint
union of the corresponding cosets). We will use

N = {[U1], . . . , [Uq−1]}.

Theorem 3.12. If δX(d) is the minimum distance of the parameterized code
of order d arising from the edges of an even cycle C2k then

δT2k−1
(2d)

q − 1
≤ δX(d) ≤ (q − 1)k−1 · δTk−1

(d), (14)

where δT2k−1
(2d) is the minimum distance of the parameterized code of order 2d

associated to the projective torus T2k−1 and δTk−1
(d) is the minimum distance

of the parameterized code of order d arising from the projective torus Tk−1.

Proof. Let Λ = (G(Q1), . . . , G(Q|Tk−1|)) ∈ CTk−1
(d) a codeword with min-

imum weight where g(t1, t3, . . . , t2k−1) =
∑

(i) a(i)t
i1
1 t

i3
3 · · · t

i2k−1

2k−1 ∈ Rd and

G = g/g0 with g0(t1, t3, . . . , t2k−1) = td1. If G(Qi) 6= 0 we take M · [Pi] =
ϕ−1([Qi]). Therefore if [Qi] = [(b1, b3, . . . , b2k−1)] then, due to the fact that
ϕ([Rj ] · [Pi]) = [Qi], we obtain that [Rj ] · [Pi] = [(b1, ∗, b3, ∗, . . . , b2k−1, ∗)].
Let f(T1, . . . , T2k) =

∑
(i) aiT

i1
1 T

i3
3 · · ·T

i2k−1

2k−1 ∈ Sd. We will take F = f/f0

where f0(T1, . . . , T2k) = T d1 . Thus F (Rj · Pi) = F (b1, ∗, b3, ∗, . . . , b2k−1, ∗) =
G(Qi) 6= 0 for all j = 1, . . . , |M |. Moreover, if we define the codeword

Λ′ = (F (R1P1), . . . , F (R|M |P1), . . . , F (R1P|Tk−1|), . . . , F (R|M |P|Tk−1|)),

we have that Λ′ ∈ CX(d) and if w(Λ′) means the Hamming weight of the
codeword Λ′ then w(Λ′) = |M | · w(Λ) = |M | · δTk−1

(d) and therefore

δX(d) ≤ |M | · δTk−1
(d) = (q − 1)k−1 · δTk−1

(d). (15)
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On the other hand let Ω = (H(P1), . . . ,H(P|X|)) ∈ CX(d) a codeword

with minimum weight where h(T1, . . . , T2k) =
∑

(i) b(i)T
j1
1 T j22 · · ·T

j2k
2k ∈ Sd

and H = h/h0 where h0(T1, . . . , T2k) = T d1 . If H(Pi) 6= 0 then let N · [Qi] =
ψ−1([Pi]) and thus ψ([Uj ] · [Qi]) = [Pi] for all j = 1, . . . , q − 1. Moreover if
[Pi] = [(a1a2, a2a3, . . . , a2ka1)] then we can take [Qi] = [(a1, a2, . . . , a2k)] and
[Uj ] = [(1, cj , 1, cj , . . . , 1, cj)]. Let

`(Z1, . . . , Z2k) = h(Z1Z2, Z2Z3, . . . , Z2kZ1) ∈ K[Z1Z2, . . . , Z2kZ1]d

and L = `/`0 where `0(Z1, . . . , Z2k) = (Z1Z2)d. Then

L(Uj ·Qi) = L(a1, cja2, a3, cja4, . . . , a2k−1, cja2k) =

H(cja1a2, cja2a3, . . . , cja2ka1) = H(a1a2, a2a3, . . . , a2ka1) = H(Pi) 6= 0

for all j = 1, . . . , q − 1. Thus if we take the codeword

Ω′ = (L(U1Q1), . . . , L(Uq−1Q1), . . . , L(U1Q|X|), . . . , L(Uq−1Q|X|)),

we have that Ω′ ∈ CT2k−1
(2d) and w(Ω′) = (q − 1) · w(Ω) = (q − 1) · δX(d).

Then δT2k−1
(2d) ≤ (q − 1) · δX(d). Therefore

δX(d) ≥
δT2k−1

(2d)

q − 1
, (16)

and the inequalities (14) follow from (15) and (16).

4 An Example

We will consider the cycle C6 (see Fig. 1) over the finite field K = Z5. In this
case the toric set X defined in Eq. (3) becomes

X = {[(a1a2, a2a3, a3a4, a4a5, a5a6, a6a1)] ∈ P5 : ai ∈ K∗ for all i}.

The main parameters of the parameterized code CX(d) arising from the
edges of the cycle C6 appear below.

• Length: |X| = (q − 1)4 = 256.

• Dimension: By using Macaulay2 [8] we obtain the Table 1. There we
compute the three different Hilbert functions which appear in Theorem
3.9. Also we note that rX = rT2 = rα = 6.
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Figure 1: The cycle C6

Table 1: Comparison of the different Hilbert fuctions involved in Theorem 3.9.

d HX(d) HT2
(d) Hα(d)

0 1 1 0
1 6 3 3
2 21 6 15
3 55 10 45
4 115 13 102
5 192 15 177
6 256 16 240

Table 2: Bounds for the minimum distance of the parameterized codes arising
from the Cycle C6.

d ld ud md

1 128 192 249
2 48 128 236
3 16 64 202
4 8 48 142
5 3 32 65
6 1 16 1
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• Minimum distance: By using the formula to obtain the minimum
distance of the parameterized codes arising from the projective torus
given in [13, Theorem 3.4] we obtain the Table 2. There we can compare
the upper bound for the minimum distance of the parameterized codes
over the cycle C6 obtained in this work against the Singleton bound. It
shows that for 1 ≤ d ≤ 5 our upper bound is sharper than the Singleton
bound. Also we compute de lower bound for the studied cases. We will

use ld =
δT5 (2d)

4 (lower bound), ud = (4)2 · δT2(d) (upper bound) and md

means the Singleton bound.
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