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Stability theorem for stochastic differential
equations driven by G-Brownian motion

Defei Zhang, Zengjing Chen

Abstract

In this paper, stability theorems for stochastic differential equations
and backward stochastic differential equations driven by G-Brownian
motion are obtained. We show the existence and uniqueness of solu-
tions to forward-backward stochastic differential equations driven by
G-Brownian motion. Stability theorem for forward-backward stochastic
differential equations driven by G-Brownian motion is also presented.

1 Introduction

Consider a family of ordinary stochastic differential equations (SDEs for short)
parameterized by ε ≥ 0,

Xε
t = xε0 +

∫ t

0

bε(s,Xε
s )ds+

∫ t

0

σε(s,Xε
s )dWs, t ∈ [0, T ],

where Wt is classical Brownian motion. It is well known that the strong con-
vergence of the coefficient in L2 implies the strong convergence of the solutions,
that is, if

xε0 → x00, as ε→ 0,

and

E[
∫ T

0
(|bε(s,X0

s )− b0(s,X0
s )|2 + |σε(s,X0

s )− σ0(s,X0
s )|2)ds] → 0, as ε→ 0,
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then under Lipschitz and other reasonable assumptions, their solutions also
converge strongly in L2,

∀ t ∈ [0, T ], E[|Xε
t −X0

t |2] → 0, as ε→ 0.

This result, known as the continuous dependence theorem, or the stability
property, can be found in many standard textbooks of SDEs (e.g., see [16]).

Backward stochastic differential equations (BSDEs for short) driven by
classical Brownian motion were introduced, in linear case, by Bismut [3] in
1973. In 1990, Pardoux and Peng considered general BSDEs (see [12]). Similar
continuous dependence theorem for the case of backward stochastic differential
equations was obtained by El Karoui, Peng and Quenez (1994) [6] and Hu and
Peng (1997) [10].

As for the forward-backward equations, Antonelli [1] first studied these
equations, and he gave the existence and uniqueness when the time duration
T is sufficiently small. Using a PDE approach, Ma, Protter and Yong [11]
gave the existence and uniqueness to a class of forward-backward SDEs in
which the forward SDE is non-degenerate. In 1995, Hu and Peng [9] study
the existence and uniqueness of the solutions to forward-backward stochastic
differential equations without the non-degeneracy condition.

Motivated by uncertainty problems, risk measures and the superhedging
in finance, Peng (2006, see [13]) has introduced the notion of sublinear expec-
tation space, which is a generalization of classical probability space. Together
with the notion of sublinear expectation, Peng also introduced the related G-
normal distribution and G-Brownian motion. The expectation associated with
G-Brownian motion is a sublinear expectation which is called G-expectation.
The stochastic calculus with respect to the G-Brownian motion has been es-
tablished by Peng in [13], [14] and [15]. Since these notions were introduced,
many properties of G-Brownian motion have been studied by authors, for
example, [5], [7], [8], [17]-[19], et al.

Therefore, the natural questions are: stability properties for stochastic dif-
ferential equations and backward stochastic differential equations driven by
G-Brownian motion are also true? How to obtain the existence and unique-
ness of the solution of a forward-backward stochastic differential equations
driven by G-Brownian motion? The goal of this paper is to study stability
properties for stochastic differential equations driven by G-Brownian motion
(G-SDEs for short) and backward stochastic differential equations driven by
G-Brownian motion (G-BSDEs for short). Indeed, under Lipschitz or integral-
Lipschitz condition and other reasonable assumptions, stability theorems for
G-SDEs and G-BSDEs are obtained. Meanwhile, we also show the existence
and uniqueness of the solution of a new type of forward-backward stochastic
differential equations driven by G-Brownian motion.
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This paper is organized as follows: in Section 2, we recall briefly some
notions and properties about G-expectation and G-Brownian motion. In Sec-
tion 3, we study the stability properties of G-SDEs, while Section 4, study
the G-BSDEs case. At last, the existence and uniqueness of the solution
of forward-backward stochastic differential equations driven by G-Brownian
motion are obtained. Stability theorem for forward-backward stochastic dif-
ferential equations driven by G-Brownian motion is also presented.

2 Preliminaries

In this section, we introduce some notations and preliminaries about sublinear
expectations and G-Brownian motion, which will be needed in what follows.
More details concerning this section may be found in [13], [14] and [15].

Let Ω be a given set and let H be a linear space of real valued bounded
functions defined on Ω. We suppose that H satisfies C ∈ H for each constant
C and |X| ∈ H, if X ∈ H.
Definition 2.1. A sublinear expectation E is a functional E : H → R satisfy-
ing
(i) Monotonicity: E[X] ≥ E[Y ] if X ≥ Y.
(ii) Constant preserving: E[C] = C for C ∈ R.
(iii) Sub-additivity: For each X,Y ∈ H,E[X + Y ] ≤ E[X] + E[Y ].
(iv) Positive homogeneity: E[λX] = λE[X] for λ ≥ 0.

The triple (Ω,H,E) is called a sublinear expectation space. If (i) and (ii)
are satisfied, E[·] is called a nonlinear expectation and the triple (Ω,H,E) is
called a nonlinear expectation space.

From now on, we consider the following sublinear expectation space (Ω,H,E):
if X1, · · · , Xn ∈ H, then φ(X1, · · · , Xn) ∈ H for each φ ∈ Cl,Lip(Rn), where
Cl,Lip(R

n) denotes the linear space of functions φ satisfying |φ(x) − φ(y)| ≤
C(1 + |x|m + |y|m)|x− y| for x, y ∈ Rn, some C > 0,m ∈ N depending on φ.
Definition 2.2. Let X and Y be two n-dimensional random vectors defined
on nonlinear expectation spaces (Ω1,H1,E1) and (Ω2,H2,E2), respectively.

They are called identically distributed, denoted by X
d
= Y , if

E1[φ(X)] = E2[φ(Y )], for ∀φ ∈ Cl,Lip(R
n).

Definition 2.3. In a nonlinear expectation space (Ω,H,E), a random vector
Y ∈ Hn is said to be independent from another random vector X ∈ Hm under
E[·], if

E[φ(X,Y )] = E[E[φ(x, Y )]x=X ], for ∀φ ∈ Cl,Lip(R
m+n).

X̄ is called an independent copy of X if X̄
d
= X and X̄ is independent from

X.
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Definition 2.4 (G-normal distribution). In a sublinear expectation space
(Ω,H,E), a random variable X ∈ H with

E[X2] = σ̄2,−E[−X2] = σ2,

is said to be N(0; [σ2, σ̄2])-distributed, if for each X̄ ∈ H which is an indepen-
dent copy of X we have

aX + bX̄
d
=

√
a2 + b2X, ∀a, b ≥ 0.

Definition 2.5 (G-Brownian motion). A process {Bt(ω)}t≥0 in a sublinear
expectation space (Ω,H,E), is called a G-Brownian motion if for each n ∈ N
and 0 ≤ t1 ≤ · · · ≤ tn <∞, Bt1 , · · · , Btn ∈ H and the following properties are
satisfied:
(i) B0(ω) = 0;
(ii) For each t, s ≥ 0, the increment Bt+s−Bt is N(0; [σ2, σ̄2])-distributed and
is independent from (Bt1 , · · · , Btn) for each n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t.

We denote by Ω = Cd
0 (R

+) the space of all Rd-valued continuous paths

(ωt)t∈R+ , with ω0 = 0, equipped with the distance ρ(ω1, ω2) :=
∞∑
i=1

2−i[( max
t∈[0,i]

|ω1
t−

ω2
t |) ∧ 1]. Considering the canonical process Bt(ω) = (ωt)t≥0. For each fixed
T > 0, set ΩT := {ω.∧T : ω ∈ Ω} and

Lip(ΩT ) := {φ(Bt1 , Bt2 , ..., Btm) : m ≥ 1, t1, ..., tm ∈ [0, T ], φ ∈ Cl,Lip(R
d×m)},

and define Lip(Ω) :=
∞∪

n=1
Lip(Ωn).

Let ξ be a G-normal distributed, or N(0; [σ2, 1])-distributed random vari-

able in a sublinear expectation space (Ω̃, H̃, Ẽ). We now introduce a sublin-

ear expectation Ê defined on Lip(Ω) via the following procedure: for each
X ∈ Lip(Ω) with

X = φ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1),

for some φ ∈ Cl,Lip(R
d×m) and 0 = t0 < t1 < · · · < tm <∞, we set

Ê[φ(Bt1 −Bt0 , · · · , Btm −Btm−1)] := Ẽ[φ(
√
t1 − t0ξ1, · · · ,

√
tm − tm−1ξm)],

where (ξ1, · · · , ξm) is an m-dimensional G-normal distributed random vector

in a sublinear expectation space (Ω̃, H̃, Ẽ) such that ξi
d
= N(0; [σ2, 1]) and such

that ξi+1 is independent from (ξ1, · · · , ξi) for each i = 1, · · · ,m.
The related conditional expectation ofX = φ(Bt1−Bt0 , Bt2−Bt1 , ..., Btm−

Btm−1) under Ωtj is defined by

Ê[X|Ωtj ] = Ê[φ(Bt1 , Bt2 −Bt1 , · · · , Btm −Btm−1)|Ωtj ]

:= ψ(Bt1 , , · · · , Btj −Btj−1),
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where

ψ(x1, · · · , xj) = Ẽ[φ(x1, · · · , xj ,
√
tj+1 − tjξj+1, · · · ,

√
tm − tm−1ξm)].

Definition 2.6. The expectation Ê[·] : Lip(Ω) → R defined through the
above procedure is called G-expectation. The corresponding canonical pro-
cess (Bt)t≥0 in the sublinear expectation space (Ω, Lip(Ω), Ê) is called a G-
Brownian motion.

We denote by Lp
G(ΩT ), p ≥ 1, the completion of Lip(ΩT ) under the norm

||X||p := (Ê[|X|p])1/p. Similarly, denote Lp
G(Ω) is complete space of Lip(Ω).We

give some important properties about conditional G-expectation Ê[·|Ωt], t ∈
[0, T ].

Proposition 2.1. The conditional expectation Ê[·|Ωt], t ∈ [0, T ] holds for
each X,Y ∈ L1

G(Ωt) :

(i) If X ≥ Y, then Ê[X|Ωt] ≥ Ê[Y |Ωt].

(ii) Ê[η|Ωt] = η, for each t ∈ [0,∞) and η ∈ L1
G(Ωt).

(iii) Ê[X|Ωt]− Ê[Y |Ωt] ≤ Ê[X − Y |Ωt].

(iv) Ê[ηX|Ωt] = η+Ê[X|Ωt] + η−Ê[−X|Ωt] for each bounded η ∈ L1
G(Ωt).

(v) Ê[Ê[X|Ωt]|Ωs] = Ê[X|Ωt∧s], in particular, Ê[Ê[X|Ωt]] = Ê[X].
Next, we introduce the Itô’s integral with G-Brownian motion. For T ∈

R+, a partition πT of [0, T ] is a finite ordered subset πT = {t0, t1, ..., tN} such
that 0 = t0 < t1 < ... < tN = T,

µ(πT ) := max{|ti+1 − ti| : i = 0, 1, ..., N − 1}.

Using πN
T = {tN0 , tN1 , ..., tNN} to denote a sequence of partitions of [0, T ]

such that lim
N→∞

µ(πN
T ) = 0.

Let p ≥ 1 be fixed. We consider the following type of simple processes: for a

given partition πT = {t0, t1, ..., tN} of [0, T ], set ηt(ω) =
N−1∑
k=0

ξk(ω)I[tk,tk+1)(t),

where ξk ∈ LP
G(Ωtk), k = 0, 1, ..., N − 1 are given. The collection of these pro-

cesses is denoted by Mp,0
G (0, T ). For each p ≥ 1, we denote by Mp

G([0, T ];R
n)

the completion ofMp,0
G ([0, T ];Rn) under the norm ||ηt||Mp

G([0,T ]) := (
∫ T

0
Ê[|ηt|p]dt)

1
p .

Definition 2.7. For an η ∈Mp,0
G (0, T ), the related Bochner integral is∫ T

0

ηt(ω)dt :=
N−1∑
k=0

ξk(ω)(tk+1 − tk).

Let (Bt)t≥0 be a 1-dimensional G-Brownian motion withG(a) := 1
2 Ê[aB

2
1 ] =

1
2 (σ̄

2a+ − σ2a−), where σ̄2 = Ê[B2
1 ], σ

2 = −Ê[−B2
1 ], 0 ≤ σ ≤ σ̄ <∞.
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Definition 2.8. For an η ∈M2,0
G (0, T ) of the form ηt(ω) =

N−1∑
k=0

ξk(ω)I[tk,tk+1)(t),

define ∫ T

0

η(s)dBs :=

N−1∑
k=0

ξk(Btk+1
−Btk).

Proposition 2.2. For each η ∈M2,0
G (0, T ), then

Ê[
∫ T

0

η(s)dBs] = 0, Ê[(
∫ T

0

η(s)dBs)
2] ≤ σ̄2

∫ T

0

Ê[η2(s)]ds.

Definition 2.9. For the 1-dimensional G-Brownian motionBt, we denote ⟨B⟩t

is the quadratic variation process of Bt, where ⟨B⟩t := lim
µ(πN

t )→0

N−1∑
k=0

(BtNk+1
−

BtNk
)2 = (Bt)

2 − 2
∫ t

0
BsdBs.

Definition 2.10. For each η ∈M1,0
G (0, T ), define

∫ T

0
η(s)d⟨B⟩s :=

N−1∑
k=0

ξk(⟨B⟩tk+1
−

⟨B⟩tk).
Proposition 2.3. For any 0 ≤ t ≤ T <∞,

(i) Ê[|
∫ T

0
ηtd⟨B⟩t|] ≤ σ̄2Ê[

∫ T

0
|ηt|dt], ∀ ηt ∈M1

G(0, T ).

(ii) Ê[(
∫ T

0
ηtdBt)

2] = Ê[
∫ T

0
η2t d⟨B⟩t], ∀ ηt ∈M2

G(0, T ).

(iii) Ê[
∫ T

0
|ηt|pdt] ≤

∫ T

0
Ê[|ηt|p]dt, ∀ ηt ∈Mp

G(0, T ), p ≥ 1.

3 Stability theorem of G-stochastic differential equations

In this section, we consider the stability theorem of G-stochastic differential
equations. Consider the following stochastic differential equations driven by
d-dimensional G-Brownian motion:

Xt = X0 +

∫ t

0

b(s,Xs)ds+

d∑
i,j=1

∫ t

0

hij(s,Xs)d⟨Bi, Bj⟩s+

+
d∑

j=1

∫ t

0

σj(s,Xs)dB
j
s , t ∈ [0, T ],

the initial condition X0 ∈ Rn, and b, hij , σj are given functions satisfying
b(·, x), hij(·, x), σj(·, x) ∈ M2

G([0, T ];R
n) for each x ∈ Rn. Consider the fol-

lowing G-SDEs depending on a parameter ε(ε ≥ 0):
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Xε
t = Xε

0 +

∫ t

0

bε(s,Xε
s )ds+

d∑
i,j=1

∫ t

0

hεij(s,X
ε
s )d⟨Bi, Bj⟩s+

+
d∑

j=1

∫ t

0

σε
j (s,X

ε
s )dB

j
s , t ∈ [0, T ].

We make the following assumptions:
Assumption 3.1. For any ε ≥ 0, x ∈ Rn, bε(·, x), hεij(·, x), σε

j (·, x) ∈M2
G([0, T ];R

n),
Xε

0 ∈ Rn.
Assumption 3.2. For any ε ≥ 0, x, x1, x2 ∈ Rn :

(H1) |bε(t, x)|2 +
d∑

i,j=1

|hεij(t, x)|2 +
d∑

j=1

|σε
j (t, x)|2 ≤ α2

1(t) + α2
2(t)|x|2,

(H2) |bε(t, x1) − bε(t, x2)|2 +
d∑

i,j=1

|hεij(t, x1) − hεij(t, x2)|2 +
d∑

j=1

|σε
j (t, x1) −

σε
j (t, x2)|2 ≤ α2(t)ρ(|x1 − x2|2), where α1 ∈ M2

G([0, T ]), α2 : [0, T ] → R+ and
α : [0, T ] → R+ are Lebesgue integrable, and ρ : (0,+∞) → (0,+∞) is con-

tinuous, increasing, concave function satisfying ρ(0+) = 0,
∫ 1

0
1

ρ(r)dr = +∞.

Assumption 3.3. (i) ∀ t ∈ [0, T ], as ε→ 0,∫ t

0

Ê[|ϕε(s,X0
s )− ϕ0(s,X0

s )|2]ds→ 0,

where ϕ = b, hij and σj , respectively, i, j = 1, · · · , d.
(ii) As ε→ 0,

Xε
0 → X0

0 .

Remark 3.1. The Assumptions 3.1 and 3.2 guarantee, for any ε ≥ 0, the
existence of a unique solution Xε

t ∈ M2
G([0, T ];R

n) of G-SDEs (3.2)(see [2]),
while the Assumption 3.3 will allow us to deduce the following stability theo-
rem for G-SDEs.
Theorem 3.1. Under the Assumptions 3.1, 3.2 and 3.3, we have the following
convergence: as ε→ 0,

∀ t ∈ [0, T ], Ê[|Xε
t −X0

t |2] → 0. (1)

In order to prove Theorem 3.1, we need the following lemmas:
Lemma 3.1 (see Chemin and Lerner [4]). Let ρ : (0,+∞) → (0,+∞) be a

continuous, increasing function satisfying ρ(0+) = 0,
∫ 1

0
1

ρ(r)dr = +∞ and let

u be a measurable, nonnegative function defined on (0,+∞) satisfying

u(t) ≤ a+

∫ t

0

β(s)ρ(u(s))ds, t ∈ (0,+∞),
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where a ∈ [0,+∞), and β : [0, T ] → R+ is Lebesgue integrable. Then
(i) if a = 0, then u(t) = 0, for t ∈ [0,+∞);
(ii) if a > 0, then

u(t) ≤ v−1(v(a) +

∫ t

0

β(s)ds),

where v(t) :=
∫ t

t0
1

ρ(s)ds, t0 ∈ (0,+∞).

Lemma 3.2 (see Peng [15]). Let ρ : R → R be a continuous increasing,
concave function defined on R, then for each X ∈ L1

G(Ω), ∀ t ≥ 0, the following
Jensen inequality holds:

ρ(Ê[X|Ωt]) ≥ Ê[ρ(X)|Ωt].

Proof of Theorem 3.1. Let X̂ε
t := Xε

t −X0
t , X̂

ε
0 := Xε

0 −X0
0 , then

X̂ε
t = X̂ε

0 +

∫ t

0

(bε(s,Xε
s )− b0(s,X0

s ))ds

+
d∑

i,j=1

∫ t

0

(hεij(s,X
ε
s )− h0ij(s,X

0
s ))d⟨Bi, Bj⟩s

+

d∑
j=1

∫ t

0

(σε
j (s,X

ε
s )− σ0

j (s,X
0
s ))dB

j
s ,

(2)

and

|X̂ε
t |2 ≤ C{|X̂ε

0 |2 + |
∫ t

0

(bε(s,Xε
s )− bε(s,X0

s ))ds|2 + |
∫ t

0

(bε(s,X0
s )− b0(s,X0

s ))ds|2

+

d∑
i,j=1

|
∫ t

0

(hεij(s,X
ε
s )− hεij(s,X

0
s ))d⟨Bi, Bj⟩s|2

+
d∑

i,j=1

|
∫ t

0

(hεij(s,X
0
s )− h0ij(s,X

0
s ))d⟨Bi, Bj⟩s|2

+
d∑

j=1

|
∫ t

0

(σε
j (s,X

ε
s )− σε

j (s,X
0
s ))dB

j
s |2 +

d∑
j=1

|
∫ t

0

(σε
j (s,X

0
s )− σ0

j (s,X
0
s ))dB

j
s |2},

(3)
taking the G-expectation on both sides of the above relation and from Propo-



Stability theorem for stochastic differential equations driven by G-Brownian
motion 213

sition 2.3, we get

Ê[|X̂ε
t |2] ≤ C{|X̂ε

0 |2 +
∫ t

0

Ê[|bε(s,Xε
s )− bε(s,X0

s )|2]ds+
∫ t

0

Ê[|bε(s,X0
s )− b0(s,X0

s )|2]ds

+
d∑

i,j=1

∫ t

0

Ê[|hεij(s,Xε
s )− hεij(s,X

0
s )|2]ds+

d∑
i,j=1

∫ t

0

Ê[|hεij(s,X0
s )− h0ij(s,X

0
s )|2]ds

+
d∑

j=1

∫ t

0

Ê[|σε
j (s,X

ε
s )− σε

j (s,X
0
s )|2]ds+

d∑
j=1

∫ t

0

Ê[|σε
j (s,X

0
s )− σ0

j (s,X
0
s )|2]ds},

(4)
by Assumption 3.2, we have

Ê[|X̂ε
t |2] ≤ Cε(T ) + C2

∫ t

0

α2(s)Ê[ρ(|X̂ε
s |2)]ds, (5)

where

Cε(t) : = C

∫ t

0

Ê[|bε(s,X0
s )− b0(s,X0

s )|2]ds+ C

d∑
i,j=1

∫ t

0

Ê[|hεij(s,X0
s )− h0ij(s,X

0
s )|2]ds

+ C
d∑

j=1

∫ t

0

Ê[|σε
j (s,X

0
s )− σ0

j (s,X
0
s )|2]ds+ C|X̂ε

0 |2.

Because ρ is concave and increasing, from Lemma 3.2, we have

Ê[|X̂ε
t |2] ≤ Cε(T ) + C2

∫ t

0

α2(s)ρ(Ê[|X̂ε
s |2])ds. (6)

Since as ε→ 0, Cε(T ) → 0, hence, from Lemma 3.1, we get

Ê[|X̂ε
t |2] → 0, as ε→ 0.

The proof is complete.
A special case of Assumption 3.2 is

Assumption 3.4 (Lipschitz condition). For any x1, x2 ∈ Rn, there exist
constant C0 > 0 such that

|ϕε(t, x1)− ϕε(t, x2)| ≤ C0|x1 − x2|, t ∈ [0, T ],

where ϕ = b, hij and σj , respectively, i, j = 1, · · · , d.
Corollary 3.1. Under the Assumptions 3.1, 3.3 and 3.4, we have the conver-
gence of the solution of the G-SDEs (3.2) in the sense of (3.3).
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4 Stability theorem of G-backward stochastic differential
equations

In this section, we give a stability theorem of backward stochastic differential
equations driven by d-dimensional G-Brownian motion (G-BSDEs for short).
Consider the following type of G-backward stochastic differential equations
depending on a parameter (δ ≥ 0):

Y δ
t = Ê[ξδ +

∫ T

t

fδ(s, Y δ
s )ds+

d∑
i,j=1

∫ T

t

gδij(s, Y
δ
s )d⟨Bi, Bj⟩s|Ωt], t ∈ [0, T ],

(1)
where ξδ ∈ L1

G(ΩT ;R
n) is given, and fδ(·, y), gδij(·, y) ∈M1

G(0, T ;R
n).

We further make the following assumptions:
Assumption 4.1. For any δ ≥ 0, y, y1, y2 ∈ Rn,

(H1) |fδ(t, y)|+
d∑

i,j=1

|gδij(t, y)| ≤ β(t) + C|y|,

(H2)|fδ(t, y1)− fδ(t, y2)|+
d∑

i,j=1

|gδij(t, y1)− gδij(t, y2)| ≤ ρ(|y1 − y2|),

where C > 0, β ∈ M1
G([0, T ];R

+), and ρ : (0,+∞) → (0,+∞) is continuous,

increasing, concave function satisfying ρ(0+) = 0,
∫ 1

0
1

ρ(r)dr = +∞.

Assumption 4.2. (i) ∀ t ∈ [0, T ], as δ → 0,

∫ T

t

Ê[|ϕδ(s, Y 0
s )− ϕ0(s, Y 0

s )|]ds→ 0,

where ϕ = f, gij respectively, i, j = 1, · · · , d.
(ii) As δ → 0,

Ê[|ξδ − ξ0|] → 0.

Remark 4.1. Under the Assumptions 4.1 and 4.2, G-BSDEs (4.1) has a
unique solution. The proof goes in a similar way as that in [2], and we omit
it.
Theorem 4.1. Under the Assumptions 4.1 and 4.2, we have the following
convergence: as δ → 0,

∀ t ∈ [0, T ], Ê[|Y δ
t − Y 0

t |] → 0. (2)
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Proof. Let Ŷ δ
t := Y δ

t − Y 0
t , ξ̂

δ := ξδ − ξ0, then

|Ŷ δ
t | ≤ Ê[|ξ̂δ|+

∫ T

t

|fδ(s, Y δ
s )− f0(s, Y 0

s )|ds+
d∑

i,j=1

∫ T

t

|gδij(s, Y δ
s )− g0ij(s, Y

0
s )|d⟨Bi, Bj⟩s|Ωt]

≤ Ê[|ξ̂δ|+
∫ T

t

|fδ(s, Y 0
s )− f0(s, Y 0

s )|ds+
d∑

i,j=1

∫ T

t

|gδij(s, Y 0
s )− g0ij(s, Y

0
s )|d⟨Bi, Bj⟩s

+

∫ T

t

|fδ(s, Y δ
s )− fδ(s, Y 0

s )|ds+
d∑

i,j=1

∫ T

t

|gδij(s, Y δ
s )− gδij(s, Y

0
s )|d⟨Bi, Bj⟩s|Ωt].

(3)
Taking the G-expectation on both sides of (3), we have

Ê[|Ŷ δ
t |] ≤ Ê[|ξ̂δ|] +

∫ T

t

Ê[|fδ(s, Y δ
s )− f0(s, Y 0

s )|]ds+ C

d∑
i,j=1

∫ T

t

Ê[|gδij(s, Y δ
s )− g0ij(s, Y

0
s )|]ds

+

∫ T

t

Ê[|fδ(s, Y δ
s )− fδ(s, Y 0

s )|]ds+ C
d∑

i,j=1

∫ T

t

Ê[|gδij(s, Y δ
s )− gδij(s, Y

0
s )|]ds.

(4)
From the Assumption 4.1, Propositions 2.1 and 2.3 as well as Lemma 3.2, we
have

Ê[|Ŷ δ
t |] ≤ Cδ(0) +K1

∫ T

t

Ê[ρ(|Ŷ δ
s |)]ds

≤ Cδ(0) +K1

∫ T

t

ρ(Ê[|Ŷ δ
s |])ds.

(5)

where

Cδ(0) := Ê[|ξ̂δ|]+
∫ T

0

Ê[|fδ(s, Y 0
s )−f0(s, Y 0

s )|]ds+C
d∑

i,j=1

∫ T

0

Ê[|gδij(s, Y 0
s )−g0ij(s, Y 0

s )|]ds.

Since as δ → 0, Cδ(0) → 0, hence, from Lemma 3.1, we have

Ê[|Ŷ δ
t |] → 0.

The proof is complete.
A special case of Assumption 4.1 is

Assumption 4.3. For any δ ≥ 0, y1, y2 ∈ Rn, there exist constant C0 > 0
such that

|ϕδ(t, y1)− ϕδ(t, y2)| ≤ C0|y1 − y2|, t ∈ [0, T ],

ϕ = f, gij respectively, i, j = 1, · · · , d.
Corollary 4.1. Under the Assumptions 4.2 and 4.3, we have the convergence
of the solution of the G-BSDEs (4.1) in the sense of (4.2).
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5 Forward-backward stochastic differential equations

The goal of this section is to show the existence and uniqueness of forward-
backward stochastic differential equations driven by G-Brownian motion. For
notational simplification, we only consider the case of 1-dimensional G-Brownian
motion. However, our method can be easily extend to the case of multi-
dimensional G-Brownian motion. We consider the following system:

Xt = x+

∫ t

0

b(s,Xs, Ys)ds+

∫ t

0

h(s,Xs, Ys)d⟨B⟩s +
∫ t

0

σ(s,Xs, Ys)dBs,

Yt = Ê[ξ +
∫ T

t

f(s,Xs, Ys)ds+

∫ T

t

g(s,Xs, Ys)d⟨B⟩s|Ωt], t ∈ [0, T ],

(1)
where the initial condition x ∈ R, the terminal data ξ ∈ L2

G(ΩT ;R), and
b, h, σ, f, g are given functions satisfying b(·, x, y), h(·, x, y), σ(·, x, y), f(·, x, y), g(·, x, y) ∈
M2

G([0, T ];R) for any (x, y) ∈ R2 and the Lipschitz condition, i.e., |ϕ(t, x, y)−
ϕ(t, x′, y′)| ≤ K(|x − x′| + |y − y′|), for each t ∈ [0, T ], (x, y) ∈ R2, (x′, y′) ∈
R2, ϕ = b, h, σ, f and g, respectively. The solution is a pair of processes
(X,Y ) ∈M2

G(0, T ;R)×M2
G(0, T ;R).

This model is called forward-backward because the two components in
the system (1) are solutions, respectively, of a G-forward and a G-backward
stochastic differential equation.

We first introduce the following mappings on a fixed interval [0, T ] :

Λi
· :M

2
G(0, T ;R)×M2

G(0, T ;R) →M2
G(0, T ;R)×M2

G(0, T ;R), i = 1, 2,

by setting Λi
t, i = 1, 2, t ∈ [0, T ], with

Λ1
t (X,Y ) = x+

∫ t

0

b(s,Xs, Ys)ds+

∫ t

0

h(s,Xs, Ys)d⟨B⟩s +
∫ t

0

σ(s,Xs, Ys)dBs,

Λ2
t (X,Y ) = Ê[ξ +

∫ T

t

f(s,Xs, Ys)ds+

∫ T

t

g(s,Xs, Ys)d⟨B⟩s|Ωt].

(2)
Lemma 5.1. For any (X,Y ), (X ′, Y ′) ∈M2

G(0, T ;R)×M2
G(0, T ;R), we have

the following estimates:

Ê[|Λ1
t (X,Y )− Λ1

t (X
′, Y ′)|2] ≤ C

∫ t

0

Ê[|Xs −X ′
s|2 + |Ys − Y ′

s |2]ds, t ∈ [0, T ],

Ê[|Λ2
t (X,Y )− Λ2

t (X
′, Y ′)|2] ≤ C ′

∫ T

t

Ê[|Xs −X ′
s|2 + |Ys − Y ′

s |2]ds, t ∈ [0, T ],

(3)
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where C = 24K2, C ′ = 8K2,K is Lipschitz coefficient.
Proof.

Ê[|Λ1
t (X,Y )− Λ1

t (X
′, Y ′)|2] ≤ 4

∫ t

0

Ê[|b(s,Xs, Ys)− b(s,X ′
s, Y

′
s )|2]ds

+ 4

∫ t

0

Ê[|h(s,Xs, Ys)− h(s,X ′
s, Y

′
s )|2]ds

+ 4

∫ t

0

Ê[|σ(s,Xs, Ys)− σ(s,X ′
s, Y

′
s )|2]ds

≤ 24K2

∫ t

0

Ê[|Xs −X ′
s|2 + |Ys − Y ′

s |2]ds.

And since

|Λ2
t (X,Y )− Λ2

t (X
′, Y ′)|2 ≤ 2Ê[|

∫ T

t

f(s,Xs, Ys)− f(s,X ′
s, Y

′
s )ds|2

+ |
∫ T

t

g(s,Xs, Ys)− g(s,X ′
s, Y

′
s )ds|2|Ωt],

then

Ê[|Λ2
t (X,Y )− Λ2

t (X
′, Y ′)|2] ≤ 2Ê[|

∫ T

t

f(s,Xs, Ys)− f(s,X ′
s, Y

′
s )ds|2

+ |
∫ T

t

g(s,Xs, Ys)− g(s,X ′
s, Y

′
s )ds|2]

≤ 2

∫ T

t

Ê[|f(s,Xs, Ys)− f(s,X ′
s, Y

′
s )|2]ds

+ 2

∫ T

t

Ê[|g(s,Xs, Ys)− g(s,X ′
s, Y

′
s )|2]ds

≤ 8K2

∫ T

t

Ê[|Xs −X ′
s|2 + |Ys − Y ′

s |2]ds.

Let us consider the spaceM2
G(0, T ;R)×M2

G(0, T ;R), with the norm ||(X,Y )||M2
G(0,T )×M2

G(0,T ) :=

||X||M2
G(0,T ) + ||Y ||M2

G(0,T ) =
∫ T

0
Ê[|Xs|2]ds +

∫ T

0
Ê[|Ys|2]ds, this is a Banach

space.
Theorem 5.1. Let time T satisfy (2

√
6+ 2

√
2)K

√
T < 1, then there exists a

unique solution (X,Y ) ∈M2
G(0, T ;R)×M2

G(0, T ;R) of the forward-backward
stochastic differential equation (1).
Proof. Let us consider the space M2

G(0, T ;R)×M2
G(0, T ;R), with the norm

||(X,Y )||M2
G(0,T )×M2

G(0,T ) := ||X||M2
G(0,T ) + ||Y ||M2

G(0,T ).
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We can view the system (1) as the operator Λt(X,Y ) :=

(
Λ1
t (X,Y )

Λ2
t (X,Y )

)
, thus

||Λt(X,Y )− Λt(X
′, Y ′)||M2

G(0,T )×M2
G(0,T )

= ||Λ1
t (X,Y )− Λ1

t (X
′, Y ′)||M2

G(0,T ) + ||Λ2
t (X,Y )− Λ2

t (X
′, Y ′)||M2

G(0,T )

= (

∫ T

0

Ê[(Λ1
t (X,Y )− Λ1

t (X
′, Y ′))2]dt)

1
2

+ (

∫ T

0

Ê[(Λ2
t (X,Y )− Λ2

t (X
′, Y ′))2]dt)

1
2 .

(4)

Because the terminal data ξ ∈ L2
G(ΩT ;R), and b, h, σ, f, g are given functions

satisfying b(·, x, y), h(·, x, y), σ(·, x, y), f(·, x, y), g(·, x, y) ∈ M2
G([0, T ];R) for

any (x, y) ∈ R2 and the Lipschitz condition, we can prove ||Λt(X,Y )||M2
G(0,T )×M2

G(0,T ) <

+∞, ∀(X,Y ) ∈M2
G(0, T ;R)×M2

G(0, T ;R). Next, we prove it is a contraction
mapping. From the Lemma 5.1, we can obtain

||Λt(X,Y )− Λt(X
′, Y ′)||M2

G(0,T )×M2
G(0,T )

≤ (

∫ T

0

C

∫ t

0

Ê[|Xs −X ′
s|2 + |Ys − Y ′

s |2]dsdt)
1
2

+ (

∫ T

0

C ′
∫ T

t

Ê[|Xs −X ′
s|2 + |Ys − Y ′

s |2]dsdt)
1
2

≤ (
√
C +

√
C ′)

√
T

∫ T

0

Ê[|Xs −X ′
s|2 + |Ys − Y ′

s |2]ds

= (
√
C +

√
C ′)

√
T ||(X −X ′, Y − Y ′)||M2

G(0,T )×M2
G(0,T ).

(5)

From the assumption (2
√
6 + 2

√
2)K

√
T < 1, we can obtain that Λt(X,Y ) is

a contraction mapping. Hence a unique fixed point for Λ exists and this is the
solution of our system (1). The proof is complete.

In the last section, we present stability theorem for forward-backward
stochastic differential equations driven by G-Brownian motion.
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6 Stability theorem of forward-backward stochastic dif-
ferential equations

Consider a family of forward-backward stochastic differential equations with
parameter (γ ≥ 0),
Xγ

t = xγ +

∫ t

0

bγ(s,Xγ
s , Y

γ
s )ds+

∫ t

0

hγ(s,Xγ
s , Y

γ
s )d⟨B⟩s +

∫ t

0

σγ(s,Xγ
s , Y

γ
s )dBs,

Y γ
t = Ê[ξγ +

∫ T

t

fγ(s,Xγ
s , Y

γ
s )ds+

∫ T

t

gγ(s,Xγ
s , Y

γ
s )d⟨B⟩s|Ωt], t ∈ [0, T ],

(1)
where the initial condition xγ ∈ R, the terminal data ξγ ∈ L2

G(ΩT ;R), and
bγ , hγ , σγ , fγ , gγ are given functions satisfying bγ(·, x, y), hγ(·, x, y), σγ(·, x, y), fγ(·, x, y), gγ(·, x, y) ∈
M2

G([0, T ];R) for any (x, y) ∈ R2 and the Lipschitz condition, i.e.,
Assumption 6.1.

|ϕ(t, x, y)− ϕ(t, x′, y′)| ≤ K(|x− x′|+ |y − y′|),

for each t ∈ [0, T ], (x, y) ∈ R2, (x′, y′) ∈ R2, ϕ = bγ , hγ , σγ , fγ and gγ , respec-
tively.

We further make the following assumption:
Assumption 6.2. (i) ∀ t ∈ [0, T ], as γ → 0,∫ t

0

Ê[|ϕγ(s,X0
s , Y

0
s )− ϕ0(s,X0

s , Y
0
s )|2]ds→ 0,

where ϕ = b, h, σ, f and g, respectively.
(ii) As γ → 0,

xγ → x0, Ê[|ξγ − ξ0|2] → 0.

Theorem 6.1. Under the Assumptions 6.1 and 6.2, then as γ → 0, (Xγ
t , Y

γ
t )

convergence to (X0
t , Y

0
t ) in the sense that

∀ t ∈ [0, T ], Ê[|Xγ
t −X0

t |2 + |Y γ
t − Y 0

t |2] → 0. (2)

The proof of Theorem 6.1 is similar to that of the Theorem 3.1, we omit
it. Acknowledgment. This work has been supported by The Natural Basic
Research Program of China (973 Program)(Grant No. 2007CB814901) and
The Scientific Research Foundation of Yunnan Province Education Committee
(2011C120). The authors thank the referee for their helpful suggestions which
essentially improved the presentation of this paper.
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