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GORENSTEIN TILED ORDERS WITH
HEREDITARY RING OF MULTIPLIERS OF
JACOBSON RADICAL *

Vladimir V. Kirichenko, Marina A. Khibina
and Viktor N. Zhuravlev

Abstract

The present paper is devoted to the description of Gorenstein tiled orders
with hereditary ring of multipliers of the Jacobson radical. It is proved
that all Gorenstein (0, 1)-tiled orders satisfy this property.

On the Algebraic Seminar of the Kiev Taras Shevchenko University Yu. Drozd
had proposed a problem of description of Gorenstein tiled orders over discrete
valuation ring (d.v.r.) with the hereditary ring of multipliers of the Jacobson
radical. In our terminology a tiled order over a disrete valuation ring coincides
with a prime semimaximal ring [ZK1], [ZK2].

Every tiled order A over a d.v.r. O is defined by the exponent matrix E(A).
Hence for the fixed d.v.r. O it is sufficient to describe the exponent matrices
of such orders. Moreover, we can consider a tiled order A be reduced, i.e. the
exponent matrix £(A) have not symmetric zeroes. The reader is referred to
[Sim 1] and [ZK1], [ZK2] for information on tiled orders.

I. Main result

Denote by M, (B) the ring of all square matrices of order n over a ring B.
Let £ € M,(Z). We shall call the matrix £ = («;;) the exponent matrix if
o + o > g for i, j,k=1,...,nand a;; =0 for i =1,...,n. A matrix £
is called a reduced exponent matrix if o;; + a;; >0 ford,j =1,...,n.

Received: July, 2001.
*This work was partially supported by the Grant 01.07/ 00132 of the State Fund of

Fundamental Research of Ukraine.

99



60 V. V. KIRICHENKO, M. A. KHIBINA AND V. N. ZHURAVLEV

Let O be a discrete valuation ring with the division ring of fractions 7' and
M = 7O = On be an unique maximal ideal of . We shall build the tiled
order in M,,(T) by d.v.r. O and the exponent matrix £ = () of the following
form:

A= Z eijwa”O (1)
i,j=1

where e;; are matrices units of M, (T"). Obviously, M, (T) is both the left and
right classical ring of fractions of A. We shall use the notation: A = {0, £(A)},
where £ = £(A). A tiled order A is reduced if and only if a;; + oj; > 0 for
i,j = 1,...,n. This is equivalent to the fact that among the modules e; A
there are no isomorphic one; i.e. the quotient of A by Jacobson radical R is a
direct product of division rings. Since any tiled order A is Morita equivalent
to a reduced order, we shall restrict ourselves to reduced tiled orders.
Any two-sided ideal J C A has the form:

J = i eijﬁ"’”(’)

4,j=1

The matrix £(J) = (vs;) will be called the exponent matrix of the ideal J.
Recall [Z] that two reduced tiled orders over d.v.r. O in M,,(T) are isomorphic
if and only if their exponent matrices can be obtained one from another by
elementary transformations of the following two types:

(1) subtracting the integer o from ith row with simultaneously adding it to
ith column;

(2) simultaneously interchanging of two different rows and columns which
have the same numbers.

Theorem 1.1.[K]. The following conditions for a reduced tiled order A =
{0, E(A) = (auj)} are equivalent:

(a) A is a Gorenstein order;
(b) there exists a permutation o = {i — o(i)} such that ai, + Qo) =

Qigy for i,k = 1,...,n.
Definition. A Gorenstein tiled order A is called cyclic if a permutation o is

a cycle.

Now we consider the following reduced Gorenstein tiled orders:



GORENSTEIN TILED ORDERS 61

(a) Hy, = Hp(O) ={0, E(Hn(0)) = (ayj)}, where a;; =0 for ¢ < j and
aj; = 1 for ¢ > j; Ry, is its Jacobson radical.

Obviously, H,, is a cyclic Gorenstein tiled order with the permutation
o= (1mm-1...32). Let P, = e;;Hp,, [P;] = (11...100...0)
and [7P;] = (22...211...1) for i = 1,2,...,m. Analogously, Q; =
Hpyei, [Qi] = (00...011 ... )T and [Q;n] = (11...122...2)T.

(b) G2m = G2m(0) - {Ov E(GQm)}a where

E(Hpm) E(Rm)

€C) = | g(r,) e(m,)

A (0,1)-tiled order Ga,, is Gorenstein with the permutation

o= (1s+1)(2s5+2)...(s2s).

(¢) Tam = Do (O) = {O, E(Ts)}, where

[P]

E(H,) E(Rny) :
e(rzm)=[ Y o &(H,) | MY = Py]
[ Py]

An order Ty, is a cyclic Gorenstein with the permutation

_ 1 2 ..m m+1 ... 2m—1 2m
=\ m+1 m+2 ... 2m 2 ... m 1)

(d) Dy, = D(0) = {0, E(Dy,) = (Bij)}, where 1 = 2 and all other
elements (;; coincide with elements «;; of £(H,,) and

Fomi1 =Tom41(0) = {0, ET2m41)},

):‘ 5(Dm+1) | X |
Y &) |

where
E(Tamt1

and E(Rn)
R, _
e R R
An order 'y, 41 is a cyclic Gorenstein with the permutation o =

o 1 2 m m+1 m+2 ... 2m 2m+1
S \m+2 m+3 ... 2m+1 1 2 ...om m+1 )
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In particular case m = 1 we obtain

E(l3) =

=N O
= o O

1
1 |and T’y ~ A3, where&(A3) =
0

NN O
N OO
o O O

Definition. Recall that a real s x s-matrix P = (p;;) is double stochastic if
dim1Pig = Dy pij = 1ford,j =1,...,s.

It is easy to show that adjacency matrices of the quivers Q(Hy), Q(Gas), Q(Tas)
and Q(I'2541) have the form AP, where P is doubly stochastic and A = 1 for
Q(H,) and A = 2 for other quivers.

Main Theorem. A reduced Gorenstein tiled order has the hereditary ring of
multipliers of the Jacobson radical if and only if it is isomorphic to one of the
rings Hpm(O), Gam(0), Tam(O) or Tapmi1(0).

I1. Gorenstein (0, 1)—-orders.

In this section we shall use the notations and terminology of the paper [Sim2].

Definition. A tiled order A = {O, £(O) = (ay;)} is called a (0,1)-order if
E(A) is a (0,1)-matrix.

We associate with a reduced (0, 1)-order A the poset
IA . {1, ,n}

and the relation < defined by the formula i < j & ay; = 0. It is easy to see
that (I, <) is a poset.
Conversely, with any finite poset

I={1,...,n}

we associate the reduced exponent (0,1)-matrix £ = (v;;) by the following
way: v;; = 0 < if and only if i < j. Then A(J) = {O, £;} is a reduced
(0,1)-order.

Definition. The width of a poset I, is called the width of a reduced (0,1)-
order A and is denoted w(A).

In general case we define w(A) as w(M(A)) (see [ZK1 proposition 2.5]).
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Theorem 2.1. Any reduced Gorenstein (0,1)—order is isomorphic to a order
H,,(0) or to a order G2, (O).

Proof. First of all we shall prove that the width w(A) of Gorenstein (0, 1)—order
A is not greater 2.

Let w(A) > 3. Consequently there exist 3 pairwise non-comparable indecom-
posable modules P;, Pj, Py. Using the elementary transformation of type (2)
let us assume ¢ =1, j = 2 and k = 3. Then

01 1
1 0 1 =
E(A) = 11 0
* k

Obviously, o(i) > 3 for i = 1,2,3. As above, we can consider that o(1) =
4,0(2) = 5, 0(3) = 6. From the Gorenstein condition if follows that «;q =
1—aq4, 55 = 1 — g, a;6 = 1 —ag;. First of all we shall compute the elements
of £(A) for ¢ = 1,2,3, after that — for ¢ = 4,5,6. Therefore, the exponent
matrix in this case is

0 1 1 1 0 0
1 0 1 01 0 =«

1 1 0 0 1

E(A) = 0 1 1
* 1 0 1 =

1 1 0
* * *

There are no symmetric zeroes in £(A). Since ayo = 3 = 51 = az3 = @1 =
age = 1. From the unequalities aigyq + g1 > o1, 15+ s > aigo, a1+ gz >
13 it follows aqp = aso = gz = 1. Then

011 100
101 010 =
110 001
EM=| 111 011
111 101 =
111 110
* * *

Obviously that o(i) > 6 for i = 4,5,6. We can consider o(4) = 7, 0(5) =
8, 0(6) = 9. From the Gorenstein condition it follows a7 = 1 — s, g =
1 — as;, az9 = 1 — ;. First of all we shall compute for i = 1,2, 3,4, 5,6, after
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that — for i = 7,8,9. Therefore, the exponent matrix in this case is

0 1 1 1 0 0 0 0 O
1 0 1 01 0 0 0 0 =
1 1 0 0 0 1 0 0 0
1 1 1 0 1 1 1 0 0
1 1 1 1 0 1 01 0 =«
£(A) = 1 1 1 1 1 0 0 0 1
0 1 1
* * 1 0 1 =«
1 1 0
* * * *

Since are no symmetric zeroes in this matrix, then a7 = ar = arzz3 = arzs =
arg =1, agr = age = agz = aga = ags = 1, ag1 = aga = g3 = Qgg = Qg5 =
1. From the unequalities as7 + 74 > 54, Qus + Qg5 > Quys, Qg + Qg > Qe
it follows that a74 = ags = agg = 1. Since,

0 1 1 1 00 0 00
1 01 01 0 0 0 0 =
1 10 0 01 0 0 O
1 1 1 01 1 1 00
1 1 1 1 01 0 1 0 =
EN) = 1 11 1 1 0 0 01
1 11 1 11 0 1 1
1 11 1 11 1 0 1 =
1 1 1 1 11 1 10
* * * *

Again, o(i) > 6 for ¢ = 7,8,9. Continuing this process we shall get that the
exponent matrix £(A) have such a block form:

O O

E(A) =

SESESES

E
A E O
U A FE
v U U

. Q00

where

b

I
—_ = O
—_ o =
O = =

S

I
=
= =

—
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o = O
= O O

This matrix is not the exponent matrix of the reduced (0,1)-order because
there does not exist such k that o(k) = 1,2, 3. Hence, the width of the poset
Iy <2.

If w(Ix) = 1, in view of the theorem 3.4[ZK1] A is hereditary and then A ~
H(0).

Consider the case w(I) = 2, that means I has two non-comparable elements.
Let they are P; and P,. Then a1 = ag; = 1, and the exponent matrix has
such a form:

Suppose, that o(1),0(2) > 2. One may assume, o(1) = 3, 0(2) = 4. Then,
in view of the Gorenstein condition, from o1; + aj3 = oz = 1, ag; + oju =
aoq = 1 obtain a3 and a4 for j =1,2,3,4.

01 10
10 01

E(A) = 01
* *x %k

a3z = ay; = 1. From rings unequalities a14 + quqo > aqa, oz + @31 > aoq it
fOHOWS7 that Qg = (31 = 1. Then

=== O
=
_ o o -
O = = O

Obviously, 0(3),0(4) > 4. Let 0(3) = 5, 0(4) = 6. from a;5 = 1 — a3; and
;s = 1 — ay; obtain ;5 and a4 for ¢ = 1,...,6. The matrix £(A) has the
following form
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=)
=
_ o O =
O = = O

* * *

—_ O O == O
O = = O OO

* * * *

The exponent matrix does not have symmetric zeroes, then a5y = ase = a54 =
1, ag1 = ago = agz = 1. From azg + agq > a4, s + as3 > ays it follows
that Qg4 = Q53 = 1.

Continuing this process we shall obtain that the exponent matrix has such
block form:

A E O O 0O 0
U A E O 0O 0
sn=|Uv v a4 E o o |,
U U U U U A

where

= (03) =) o=(50)e=(30)

This matrix is not the exponent matrix of the reduced (0,1)-order because
does not exist such k that o(k) =1,2,3.

Hence, at least, one of the numbers o(1), o(2) is less then 3. Suppose o(1) = 2,
but 0(2) # 3. Let 0(2) = 3. Then a;3 =1 — ay; and

1 0
0 1

* * *

*

0
cn=1| 1

oyj + oy > 0 and oz + azz > aiz. Then, a3 = aze = 1. Hence,

0 1 0
1 0 1 =«

£(A) = 11 0
% *

Obviously, o(3) > 3. We can consider ¢(3) = 4. From the Gorenstein
condition as; + ay; = 1 obtain a4 for i = 1,2,3. Then
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*

E(A) =

== O
_ O
o = O
= o O

* *

Qg1 = Oy = 1 and Qg3 = 1 because Qo4 + Qg3 Z a23. Since,

*
* *

E(N) =

— == O
= o
— O~ O
o= OO

Continuing this process we obtain

0 1 0 0 0 0
1 0 1 o0 0 0
1 1 0 1 0 0
Em=| 1 1 1 o0 0 0
1 1 1 1 0 1

1 1 1 1

—
o

This matrix is not the exponent matrix of reduced (0, 1)-order because there
does not exist such k that o(k) = 1.

Hence, if P; and P; are two non-comparable elements of the poset I, then
o(i) =7 and o(j) = 1.

From this it follows that every element P; may have only one non-comparable
element, exactly it is Py(;). Indeed, if P; is non-comparable with P; and Py,
then must be hold simultaneously o (i) = j, 0(j) =i, 0(i) =k, o(k) = 1. It is
possible only for j = k.

Let P; and Psy1, P, and Psyg,..., Ps and Py, are s pairs of pairwise non-
comparable elements of the poset Ipn. Pasi1,...,Postm are the subset of
elements of I, which are comparable with any element from 1. The elements
Posi1,. .., Pogp are linearly ordered. The permutation o decomposes into the
product 0 = (1s+1)(2s+2)...(s2s)oy,, where the permutation o, acts on
the set {2s+1,...,2s + m}.

Let 1 = e1+...+€25+m be the decomposition of 1 € A into the sum of pairwise
orthogonal idempotents and e;A = P;. Denote fi = e; +...+eq,, fo =1— fy.
Since Pasy1,-.., Pastm is the subset of Iy and its width is equal 1, then
w(If,af,) = 1. Hence, foAfs ~ H,,(O). Therefore the exponent matrix has
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form:

where F' = fiAf1. Since aggyis2s41) = 0, then aggy1; = 0 for any j =
1,...,2s+m.

Lemma. Let A be a reduced Gorenstein (0,1)-order with an exponent matriz
EA) = (ayj)i,j = 1,...,5 and a permutation o, and let exists such i that
Qi) = 0. Then A ~ H,(O), and w(l) = 1.

Proof. Let i = 1,0(1) = s. From ay; + aj,0) = a1,y = 0 it follows
that a1; = 0 for j = 1,...,s. It means P; is a smallest element in Iy, i.e.
P, < Pj for any j = 2,...,s. An indecomposable projective right A-module
Py has the unique maximal submodule rad P;. Then, taking into account
that £(A) is (0,1)-matrix, we have P; < radP; < Pj for j =2,...,s. P, =
0,...,0), rad P, = (1,0, ..., 0). Then a1; =1 for j =2,...,s. The order A
is Gorenstein, hence there exists such k, that (k) = 1. One can assume that
k = 2. From az; + a1 = ap1 = 1 we obtain ag; = 0 for j = 2,...,s. Then
P <radP, =P, <Pjforj=3,...,sand P, <rad P, < Pjforj=2,...,s.
Since rad P, = (1, 1, 0, ..., 0), then a2 =1 for j > 3.

Let 0(3) = 2. Then az; + ajo = ago =1 and ag; = 0 for j = 3,...,s. Again,
rad Py < Pj for j = 4,...,s. Continuing this process we obtain such chain of
the elements of I

P1 S TCLdPl = PQ S radPQ = P3 S S radPs_l = PS,

The exponent matrix has the following form

0 0 o -~ 0 O
1 0 o -~ 0 O
ew=| L0
1 1 r .- 0
1 1 r .- 1 0

So w(Ip) =1 and A ~ H4(O). Lemma is proved.

Hence w(Ip) = 2. Then the existence of the zero row in the exponent matrix
is the contradiction to lemma. Therefore, in I there are only s pairs pairwise
non-comparable elements. Hence

P - P - P35 - . = 1 — Py

IA) = A A A A A

Pyt — Pogo — Pogz — - — Py — Py
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Denote e = ey +...+es, f =1—e. Subsets {Py,...,Ps} and {Psy1,..., Pas}
linearly ordered in I, then I.p. and Ifay are linearly ordered also. Hence
ehe ~ fAf ~ H,(O). So

Proposition. Let A — a reduced Gorenstein (0, 1)—order with a exponent ma-

tric E(A) = (aj;), 1,5 =1,...,s and a permutation o. If for some i,j o(i) =
4, 0(j4) =i and a5 = j o) = 1, then aip = g for all k # i, 5.

Proof. A reduced order A does not have symmetric zeroes, hence o +ag; > 1
for k # i. From Gorenstein condition follows aix + ;) = 1. We obtain
Qki 2 Qo) for k # i. Analogously ay; > ape(j) for k # j. So ag; > auy
and ay; > o, that is ap; = oy, if & # ¢,5. Then for the same 4,75,k
Qi + Qg = Qig + gy = Qi + Qo) = 1. Again aj + ag; = 1. Hence
oy = oy, for k # 4, j. The proposition is proved.

The elements P; and Psy; are non-comparable. By proposition we obtain
i = Qgepik for any k # i, s + 4. From this equality we get o, for k > s

o O s i<k
= stk = 1 ifs4i>k

and agyx for £ <s

0, ifi<k

a”*_a*_{1 ifi >k
)

It is clear that a;sy; = asys = 1. Since

000 - 0100 0
1 00 01 10 0
1 10 01 11 0
1 1 1 0 1 1 1 1
£(B) = 1 00 0 0 0O 0 |’
1 10 0 1 0O 0
1 11 0110 0
11 1 11 1 1 0

- 1 2 - s s+1 --- 28
T\ s4+1 s+2 - 25 1 e s )¢
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We enumerate the elements of I, in such way that P71 and Psp be non-
comparable for k = 1,...,s. Then the exponent matrix £(G3s) has the fol-
lowing form:

I E WS
ST 9x 0
SESR N eYe
e O00Q
RO Q00

where

— =
— =
~__
@)
I
N
o O
o O
~__
b
Il
N
— O
O =
~__

III. General case

Let A = {O,E(A)} be a tiled order with a Jacobson radical R.

Denote A, (R) = {a € M, (T)|Rs € R}(Ai(R) = {b € M,(T)|bR C R}) the
right (left) ring of multipliers of the Jacobson radical R.

Example. Let A = H,,(0),c =(1mm—1 ...32). Then A(R) = A, (R) =
Ai(R) = (Bij), where Bi; = ayj for j # o(i) and Bis) = Qigy — 1 (4,5 =
1,...,’[’1,)7 i.e. ﬁlm = —1, 621 = /632 = ... = ﬁm m—1 — 0. Hence A(R) is a
minimal hereditary order.

Main proposition. Left and right rings of multipliers of the Jacobson radical
R of a reduced Gorenstein tiled order A coincide.

Proof. Let £(A) = (cv;) be an exponent matrix of A and a be a permutation
such that ap + apgi) = Qo) for i,k = 1,...,n. It is easy to verify that
A(R) = Ar(R) = Ai(R) = (Biy), where Bi; = ay; for j # o(i) and Bip) =
aia(i) — 1(2,] = 1, PN 7n).

Definition. A reduced Gorenstein tiled order A with the hereditary ring of
multipliers of the Jacobson radical R will be called the GH - order.

Proposition 3.1. Let A be GH - order. Then w(A) < 2.

Proof. Denote Py, ..., P, all pairwise non-isomorphic indecomposable projec-
tive A - modules. Then the set of the modules P,..., Ps and PR,...,PsR
contains all non-isomorphic irreducible A- lattices. Hence {(X/XR) < 2 for
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any irreducible A - lattice X and by the Theorem 3.5 [ZK1] it follows that
w(A) < 2.

If w(A) = 1 then by Theorem 3.4 we have that A is a hereditary order and
A= H (O).

Let w(A) = 2. We use theorem 3.6. [ZK1] which gives a description such tiled
orders.

Taking into account that A is a GH -order we obtain that A is isomorphic to
one of orders Go,,(0), T2, (O) or Tapp1(O).
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