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Residuated skew lattices with modal operator
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Abstract

In this paper, we define modal operators in residuated skew lattices
and prove some fundamental properties of monotone modal operators
on residuated skew lattices (RSL). We prove that the composition of two
modal operators is a modal operator if and only if they commute. We
investigate strong modal operators in RSL and get a characterization of
them. Deductive systems under a modal operator are investigated.

1 Introduction

Modal operators on Heyting algebras were introduced and studied by Macnab
in [11]. In 2006, Harlenderova and Rachunek proved some algebraic properties
of modal operators on MV-algebras in [3]. Modal operators on commutative
residuated lattices were studied by Kondo in [5]. Skew lattices are a general-
ization of lattices in which V, A are not commutative. A. Borumand Saeid and
R. Koohnavard defined RSL as a non-commutative generalization of residu-
ated lattices [2]. In a RSL two different order concepts can be defined: the
natural preorder, denoted by < and the natural partial order denoted by =.
Also, they defined some types of filters and skew filters in RSL [6, 7]. The
authors defined pseudo RSL as a non-commutative generalization of RSL in
which V,A,® are not commutative [8] and defined (skew) filters in pseudo
RSL. Also, they defined state operator on RSL [10].

In this paper, we prove some fundamental results of monotone modal opera-
tors on RSL and prove that the composition of two modal operators is a modal
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operator if and only if they commute. Deductive systems under a modal op-
erator are investigated. We show that if D is a deductive system in A, then
f(D**) C D**. A normal RSL A is defined and A is normal if and only if **
is a strong modal operator. It is shown that if A is normal RSL, then A** is
a RSL.

2 Preliminaries

In this section, we summarize some definitions and results about residuated
skew lattices and skew lattices, which will be used in the sequel.

Definition 2.1. [1] A skew lattice is an algebra (A,V,N\) of type (2,2) such
that satisfies in the following identities:

D (xVvy)Vz=azV(yVz)and (xAy)Az=xA(yAz),
2)zAhz=zandxVzr=ur,

B)zA(zVy)=z=zV(xAy) and (A Ay)Vy=y=(xVy) Ay,

The identities found in (1—3) are known as the associative law, the idempotent
laws and absorption laws respectively. In view of the associativity (1), we can
omit parentheses when no ambiguity arises.

On a given skew lattice A the natural partial order < and natural preorder
=< respectively are defined by x <y iff e Ny =z =y Az ordually zVy =
y=yVaand x <y if and only if y V2 Vy =y or equivalently z Ay A x = x.
Relation D is defined by t Dy iff ct VyV ez =2 and y Vx Vy = y or dually,
cAyANz=xand y ANz Ay =y. D is called the natural equivalence and it
coincides with Green’s relation DD on both semigroups (A, A) and (A4, V) [4].

Definition 2.2. [2] A residuated skew lattice is a nonempty set A with op-
erations V, A\, ® and hyperoperation — and constant element 1 that satisfying
the following:

(1) (A, V,A,1) is a skew lattice with top 1 (for allz € A, x <1),

(2) (4,0,1) is a commutative monoid,

(3) ® and — form an adjoint pair, i.e. z < x =y iff t © 2z <Xy, for all
x,y,z € A.

The relation between the pair of operations ® and — expressed by (3),
is a special case of the law of residuation and for every z,y € A,z — y =
sup{z € Az ® z < y}. Supremum of a set in a preordered set is not a unique
element, z — y may be a D-class. Two D-classes have D-relationship when
all of their members have D-relationship with each other. Relation < between
two D-classes is defined member to member (i.e. B < C'iff Ve € C,Vb € B, b <
¢). Also each of the V, A, ®, —, between two D-classes is defined member to
member (B — C ={b—clbe B,ce C}) [2].



THE TITTLE OF YOUR PAPER IN CAPITALS 169

Definition 2.3. [2] Let A be a residuated skew lattice. A nonempty subset
D C A is called a deductive system of A, if the following conditions are satis-
fied:

(1) 1e D,

(2) Ifre D,x -y C D, theny € D.

Lemma 2.1. [2] If A is a residuated skew lattice and x,y,z € A, then
N1—-2=D, andx -z =1,

cOyx,y hencex Oy I xANy,yANz,y Iz —vy,

TOY T =Y,

cxyiffr >y=1andxDyiffcr Dy=y—->x=1,

r—1=1,

@@=y 2y, 22 (z—oy) —yand ((z—y) 2y =2y D —y),
T=2Yr02z—=>19y0z2,

Sy impliesxr®zy® z,

r=oy=x(z—=2) = (z-—oy),

Yr—>y=(y—2) = (x—2),

Yax <Xy impliesz—>x<z—-yandy — 2z — 2,

)z O (y—2)Ry—(202) 0y >0z,

) (5 (y—> 2D Oy — 2Dy (@ 2)),

) 1 =y 2 (Y2 = 22) = [(y1 = y2) = (21 = 22)],

YexVy=<(z—=y) 2yAly—2x)—=zA(x—y) —y,
Jro@—y) 2(zAy), 20 @—y) 2 (yAz).

3 Modal RSL

From here until the end of this paper, let A be a RSL. In this section, we
define the modal operators on RSL and we investigate their properties.

Definition 3.1. A mapping f : A — A is called a modal operator on A, if
it satisfies conditions: for all x,y € A,
(1) = = f(x),
(2) f(f(z)) D f(z),
@) flzoy) D fz)o f(y).

The pair (A, f) is called a modal residuated skew lattice.

Denote MOD(A) the set of all modal operators on A. A modal operator
f is called monotone if it satisfies:

If 2y, then f(z) = f(y).
We can show that every modal operator is monotone on A with divisibility
zAyDzO®(z — y). Indeed if z <y, then f(z)D f(zAy) D f(yArz)D f(y©
(y—=2)Dfly) © fly =) = fy).
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Then MOD(A)

1,2,3,4,5,6,7,8 is a monotone.
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(A, V,A,®,—,0,1) is a residuated skew

{0,a,b,n,¢,d,m,1} be such that 0 < a,b <n < ¢,d <

m<1 ¢cDdand D, = {c,d}. A

lattice with 0, with the following operations:

Example 3.2. Let A

A — A, i1=1,2,3,4,5,6 given in the table below:

Define the maps f;
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z| 0 a b m ¢ d m 1
il 1 1 1 1 1 1 1 1
fol 0 a b n ¢ d m 1
fs! 0 a b n d ¢ m 1
falm m m m m m m |1
fslnm mn n n ¢ d m |1
fe|l 0 a b n ¢ d 1 1

Then MOD(A) = {f1, f2, f3, f1, [5, f6}-
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1a,Ids : A — A, defined by 14(z) =1 and Ida(x) =z, for all x € A. Tt
is clear that 14,Ida € MOD(A).

A binary operator @ is defined by z ® y = (z* ® y*)* where 2* =2 — 0.

Proposition 3.1. Let f be any monotone modal operator on A. Then
(1) flz = y) 2 flz) = fly) D f(f(z) = fy) Dz — f(y) D f(z = f(y)),
(2) f(z) 2 (z — f(0)) = f(0),

(3) flz)oa" = f(0),

(4) f(z) 2 fa™) 2z @ f(0),

(5) flavy) D flzV f(y) = f(f(z)V f(y)),

(6) f(z) A fy) D f(f(z) A fy))

Proof. We only show some of cases (1), (2) and (6) for the sake of simplicity.
(1) Tt follows from z @ (z — y) = y that f(z ® (x — y)) <X f(y) and thus
f(@)of(x — y) < f(y). This means that f(z — y) < f(z) = f(y). Moreover,
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we have f(z) — f(y) = 2 — f(y) by @ < f(x). This yields that f(z) —
fly) 22 = fly) 2 fle = fly) 2 @) = [(fy) D f(z) = f(y). Thus,
f@) = fly) 2 (@) = f(y) = f(f(2) = F(Fy) D fz) = f(y). We get
that f(z —y) X f(z) = fy) D f(f(x) = f(y)) De = fly) D flz = fy)).
(2) We have f(x) = f(0) Dz — f(0) by (1) and f(z)© (f(x) = £(0)) = f(0),

thus f(x) < (f(z) = f(0) = f(0) D (x — £(0)).
(6) Since f(2) A f(y) <
F(F(y)) and thus F(£() A f(y)) < f(2) A F(y).

Conversely, since f is the monotone modal operator, it is clear that f(z) A

1S
f(y) 2 f(f(@) A f(y)). Thus we have f(x) A f(y) D f(f(x) A f(y))- D

Proposition 3.2. Let f be a monotone modal operator on A. If x®f(0) D f(x®
0), then f(x) ® f(0) Dz & f(0), for all x € A.

Proof. Tt follows from the proposition above that f(z) < = @ f(0) and thus
f(@) ® f(0) 2 2@ f(0) @ f(0). Since f(0) ® f(0) D f(f(0)®0) D f(0O&
FO))D f(f(080)) D f(00) D f(0) by assumption, we have f(z) @ f(0) <
z @ f(0).

Conversely, it is obvious that = & f(0) < f(z) @ f(0). Thus we get f(x) &
f(0) Dz @ f(0). O

A monotone modal operator f on A is called strong if f(z®y) D f(z®f(y)),
for all z,y € A. Denote MOD?*(A) the set of all strong modal operators on
A. In Example 3.1 , MOD?*(A) = {f1, f2, f4, f5} is a set of strong modal
operators. We can get a characterization of strong modal operators.

Proposition 3.3. Let f be a monotone modal operator on A. Then it is
strong if and only if it satisfies the condition x @ f(0) D f(x & 0), for all
x e A.

Proof. We assume that f is a strong modal operator. It is obvious from
Proposition 3.1(4) that f(z ©0) D f(z**) < 2@ f(0) and z & f(0) < f(z &
F(0)D f(z®0). Thus z® f(0) D f(z & 0).

Conversely, suppose that 2@ f(0) D f(2@0). In general, we have Dy D 2 &
y @O0, for all z,y € A. This yields that f(z® fy) D f((z ® f(y)) ®0) Dz ®
fpofODzaye fO)D flzedy®0)D fzoy). O

Proposition 3.4. Let f: A — A a mapping. Then f is a monotone modal
operator on A if and only if it satisfies the following two conditions:

(1) f(z) = fly) Dz — f(y),

2) flzoy) = flx)© fy).



THE TITTLE OF YOUR PAPER IN CAPITALS 174

Proof. 1t is easy to prove that if f is a monotone modal operator, then it
satisfies the conditions. We only show the converse, that is, if a mapping
f satisfies the conditions, then it is the monotone modal operator. Since
1= f(z) = f(z) Da — f(x) by (1), we have z < f(z). Next if x < y,
since y < f(y) which is just proved above, then z < f(y) and thus 1 = 2 —
f(y) D f(z) — f(y). This means that f(z) < f(y) and that f is an order
preserving mapping. The fact that 1 = f(z) = f(z) D f(f(z)) — f(z) by (1)
implies f(f(x)) D f(x). Finally, since z ©@y = f(z ®y) and thus y < = —
flzoy) D f(z) = f(z©y), we have f(z) 2y — f(z0y) D f(y) = flz©y)
and f(z2)® f(y) 2 f(z®y). It follows from (2) that f(z@y) D f(z)© f(y). O

Proposition 3.5. Let f a monotone modal operator on A. Then we have
f(0) =0 if and only if f(z*) D a*, for all x € A.

Proof. Suppose that f(0) = 0. It follows from Proposition 3.1(2) that f(x) <
(x = f(0)) = f(0) D (x — 0) — 0 D 2** and hence that f(z) < a**, for all
x € A. This means that f(z*) < (2*)** D z*. On the other hand, it is clear
that * < f(z*). Thus we have f(z*) D z*, for all x € A.

Conversely, if we assume that f(z*) D z*, then f(0) D f(1*) = 1* = 0. From
the above, in case of RSL with meeting the condition z** D . O

Proposition 3.6. Let z** D z, for all x € A and f a mapping on A with
f(0) =0. Then f is a monotone modal operator if and only if it is an identity
map.

We get another characterization of f(0) = 0.

Proposition 3.7. Let 2** D =z, for all x € A and f a monotone modal
operator on A. Then f(0) =0 if and only if x — y* D f(x) = (f(y))*.

Proof. By above corollary, we have x — y* D — (f(y))*. On the other hand,
since z < f(x) and y < f(y), f(x) = (f(y))* 2 x — y*. This implies that
x =y D flx = y*) <X flx) = (fly)* 22— y* and thus 2 —» y* D f(z —
YD f(z) — (f())".

Conversely, suppose that x — y* D f(z) — (f(y))* and take y D z*. Then
we have 1 =z — 2** D f(z) — (f(2*))*. This means that f(z) 2 (f(z*))*.
Thus if we put & = 0, then f(0) < (f(0*))* D (f(1))* =1* =0. O

Proposition 3.8. Let f,g be monotone modal operators on A and f < g.
Then gf D g.

Proof. Assume that f, g are monotone modal operators on A such that f < g
and z € A. We have g(z) < ¢g(f(z)) D gf(z) and so g = gf. Moreover

9(f(x)) 2 g(g(x)) D g(x). Thus gf D g. O
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The following example show that the condition f < g from Proposition 3.8
is necessary.

Example 3.3. Consider the modal operators fs and f4 given in Example 3.2.
Indeed, f4 2 f3, since f4(0) Dm £ f3(0) =0, we have

(f3(f4))(0) D f3(f2(0)) D f3(m) D m A f3(0) = 0.

Proposition 3.9. Let f,g be monotone modal operators on A and f < g.
The following are equivalent:

(1) fgDgf,

(2) fg.9f € MOD(A),

(3) f9fgD fg and gfgf Dgf.

Proof. Assume that f, g are monotone modal operators on A and z,y € A.
(1) = (2) Suppose that fg D gf. We have by modal operator:

(o) z 2 g(x) = f(g(x)),

(e0) fg(f(g(2)))) D f(f(9(9(x)))) D f(f(g(x))) D f(g(x)),

(e00) foz = y) D flg(z — y)) = flg(z) = g(y)) = flg(x)) = f(g(y)).
Thus, fg € MOD(A). By a similar argument we get gf € MOD(A).

(2) = (3) Assume that fg,gf € MOD(A). Since fg =< fgfg, we have
fafgD fgfgfgD fg, by (ee) and Proposition 3.8. By a similar argument we
obtain gfgf D gf.

(3) = (1) Assume that fgfg D fg and gfgf D gf. Then we have: for
al € A flg(e) = FgUf@) = 9(fa(f@)) D g(f(x). Similarly,
9(f(z)) = f(g(x)). Thus fgDgf. O

4 Deductive systems under a modal operator

In this section, we define the modal upper set of two elements of a modal RSL
and we investigate some properties of this set.

Let (A, f) be a modal RSL and z,y € A. We define the notion of a modal
upper set mA(x,y) as follows: mA(z,y) = {z € Alz — (y — f(2)) = 1}.
Obviously, it is a non-empty set, since 1 € mA(x, y).

Remark 4.1. In general, the upper set A(x,y) = {z € Alx — (y — 2) =1}
is not equal to modal upper set mA(x,y). Indeed, in Example 3.2, if we take
f = fa, then mA(1,a) = {0,a,b,n,c,d,m,1} # {a,n,c,d,m,1} = A(1,a).

Proposition 4.1. Let (A, f) be a monotone modal RSL. Then for allz,y € A:
(1) if f(y) Dy, then A(l,y) € mA(L,y),

(2) mA(z,1) C mA(z,y),

(3) mA(f(2),1) € mA(f(2),y),
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(4) if D € DS(A), then f(mA(z,y)) C D, for all z,y € D,

(5) if mA(f(x),1) € DS(A) and y € mA(f(x),1), then mA(f(x),y)
mA(f(x),1), and so mA(f(z),y) = mA(f(x),1),

(6) A(z,y) € mA(z,y), for all z,y € A.

N

Proof. (1) Let y € Aand z € A(1,y). Then 1 — (y —» 2) Dy
so y = z. Therefore f(y) <X f(z). Hence 1 = f(y) — f(z) D
f(z)) D1 — (y — f(2)). Thus, z € mA(1,y).

(2) Let z € mA(x,1). Then 1 =z — (1 — f(2)) Dz — f(z). Now, we get
= (y— f(2)) Dy(x — f(2)) = 1. Therefore, z € mA(z,y).
(3) Let z € mA(f(z),1). Then f(z) = (1 — f(2)) =1, ie. f(z)— f(z) =1.
Hence f(z) — (y — () Dy — (f@) > fG) Dy > 1 =1, i
2 e mA(f(x),).

(4) Assume that D € DS(A) and 2z € f(mA(w y)). Then there exists a €
mA(z,y) such that z D f(a). Hence z — (y — f(a )) =1¢€ D. Since D is a
deductive system and x,y € D, we get y — f(a) € D, and so z D f(a) € D.
Therefore, f(mA(z,y)) C D.

(5) Since f(z) = (1 = f(2)) D f(z) = (1 — f
mA(f(x),1). Now, let y € mA(f(x), ) Slnce 1
(1= f(y)) € mA(f(x),1), we have f(y) € mA(f( Let z € mA(f(z),y).
Then by Lemma 2.1, 1 = f(z) - (y — [(2)) Dy » (fz) ~ 1(2)).
Now, by Definition 3.1 and f is a monotone, we get 1 = f(1) D f(y
) 5 SO > £(70) > 1D o e > ) D Ty
(f(x) = f(2)) € mA(f(x),1). Now, since mA(f(x),1) is a deductive sys-
tem and f(z), f(y) € mA(f(2),1), we get f(z) € mA(f(x),1),

S
y) =

(f(2))) =1, we get f(x) €
>= J;(w) = fly) D f(x) =

%

and so 1 =

);
f(@) = (1= f(f(2) D f(z) = (1 = f(2)) Hence z € mA(f(x),1). Thus,

mA(f(x),y) € mA(f(x),1). By (3), we get mA(f(z),y) = mA(f(x),1).
(6) Let z € A(z,y). Then z — (y — 2z) = 1. We have z X f(2). Ap-

plying Lemma 2.1, we get ¢ — (y = 2) =z = (y = f(2)), and so
z — (y — f(2)) = 1. Thus, z € mA(x,y). O

Proposition 4.2. Let (4, f) be a monotone modal RSL and D € DS(A).
Then f(D) = U, yep f(mA(f(2),y))-

Proof. Assume that D € DS(A) and consider f(z), for z € D. Since f(z) —
(1 = f(2) D f(z2) = (1 = f(f(2))) = 1, by Definition 3.1 and Lemma
2.1, we have f(z) € mA(f(z),1). Now, by Proposition 4.1, we have f(z) €
mA(f(z),1) C mA(f(-)y). Thus, f(z) D f(f(2)) € FmA(f(z),1)) C
f(mA(f(2),y)). Therefore, f(D) C f(mA(f(2),y)) € U,ep f(mA(f(2),9))-
On the other hand, by Proposition 4.1, f(mA(z,y)) C D, for all z,y € D.
Thus, f(mA(f(z),y)) € f(D), forallz,y € D. Therefore, U, ,cp f(mA(f(z),

y)) C f(D). O
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The following examples shows that the condition D € DS(A) is necessary,
in Proposition 4.2.

Example 4.1. In Example 3.2, taking D = 0, and f3 is a monotone modal op-

erator on A, and so f3(0) = {0} # U, (o) f(MA(f(2),y)) = mA(f(0),0) =
{0,a,b,n,¢c,d, m,1}.

Proposition 4.3. Let (A, f) be a modal RSL and D C A containing 1.
f(D) € DS(A) if and only if x <y — z implies z € f(D), for all z,y € f(D).

Proof. Let f(D) € DS(A) and © Xy — 2, for all z,y € f(D). Since z,y €
f(D) and f(D) is a deductive system, we have y — 2z € f(D), and so z € f( ).
Conversely, 1 € f(D), since 1 € D. Let z,x — y € f(D). Since z -y 2= —
y we can see that by hypothesis y € f(D) O

Proposition 4.4. Let (A, f) be a modal RSL and D C A containing 1. Then
f(D) € DS(A) if and only if x € f(D),y € X\ f(D) implyx — y € X\ f(D

Proof. Assume that f(D) € DS(A) and let 2,y € A be such that z € f(D)
andy € X\ f(D). fxe -y ¢ X\ f(D). Then z —» y € f(D), i.e. y € f(D),
which is a contradiction. Thus z — y € X \ f(D).

Conversely, 1 € D by hypothesis. Let z,2 — y € f(D). Ify ¢ f(D), then x —
y € X\ f(D) by assumption. This is a contradiction and so y € f(D). Hence
there exists z € D such that y D f(z). Thus, f(y) D f(f(2)) D f(z) Dy €
f(D). By a similar argument zy € X \ f(D). O

For any non-empty subset B of A, we define a subset B** as follows:
B** :={x € Alr - a € B, for some a € B}.

Proposition 4.5. Let (A, f) be a monotone modal RSL and D € DS(A).
Then f(D**) C D**.

Proof. Let D € DS(A) and x € D**. There exists a € D such that z — a € D.
It follows that x — a < f(xz — a) < f(z) — f(a), hence f(z) — f(a) € D.
Since a = f(a), then f(a) € D, so f(x) € D**. Thus f(D**) C D**. O

5 Normal RSL

A is called normal if (x ® y)** D 2** ® y**. We note that, for A, it is normal
if and only if (z@®y)* D z* ©y* and (z ©y)* D 2* @ y*. In Example 3.2, A is
normal.

In case of normal RSL, we show that the double negation operator fy(z) = x**
is a strong modal operator.
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Proposition 5.1. A is normal if and only if fn(x) = x** is a strong modal
operator.

Proof. Suppose that A is a normal RSL. It is easy to verify that

(1) & = ™,

(2) If x < y then x** < y**,

(4) ((E o y)** D z** © y**.

This means that the double negation operator fy(z) = x** is the monotone
modal operator. Moreover, since z ®0** Dz @0 D 2™ D (z**)**, it follows
that fy(x) = 2** is the strong modal operator.

Conversely, if the double negation fy(z) = z** is a strong modal operator,
then it is clear that (x @ y)** D 2** ® y**. Therefore A is normal. O

Corollary 5.1. If A is normal, then A** is a RSL.

Let I(A) be the set of all idempotent elements of A with respect to ®, that
is I(A) = {ala ® a D a}. It is familiar that if a € I(A), then aAz D a Gz
for all x € A, in case of RSL with divisibility. In case of normal RSL, we can
characterize the set I(A) of idempotent.

Proposition 5.2. Let A be a normal RSL. Then a* € I(A) if and only if
a®ala**.

Proof. If a* € I(A), then we have a @ a D (a* ® a*)* D (a*)* D a**.
Conversely, if a** D a @ a, then ¢* D a™* D (a ® a)* D a* ® ¢*. Thus
a* € I(A). O

6 CONCLUSION

Modal operators in RSL were defined. It was investigated if f, g be monotone
modal operators and f < g, then gf D g and with a example was shown that
condition f < g is necessary. We showed that the double negation operator

fn(z) = xz** is a strong modal operator. It was shown that if A is a normal
RSL, then A** is a RSL.
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