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Mixed problem for quasilinear hyperbolic
system with coefficients functionally dependent

on solution

Ma lgorzata Zdanowicz and Zbigniew Peradzyński

Abstract

The mixed problem for quasilinear hyperbolic system with coeffi-
cients functionally dependent on the solution is studied. We assume
that the coefficients are continuous nonlinear operators in the Banach
space C1(R) satisfying some additional assumptions. Under these as-
sumptions we prove the uniqueness and existence of local in time C1

solution, provided that the initial data are also of class C1.

1 Introduction

Since the beginning of 70-thies of the last century the Hall effect thrusters are
more and more often used in the space technology not only for the correction
of the satellites orbits but also as the marching engines in the space missions.
Therefore one observes also a violent development of the theoretical studies of
Hall thrusters. Although the physics laying behind the construction of such a
thruster seems to be simple, there are still important problems and questions
which are not yet solved. The rarified neutral gas, usually Xenon, moving
through the chamber (a space between two concentric ceramical cylinders) is
ionized by collisions with electrons. Neutral gas is released from appropriate
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orifices in the anode - the bottom of the chamber, whereas the pimary elec-
trons are produced by the hollow cathode located outside, near the other end
(exit) of the chamber. The generated electric field between the anode and the
cathode, practically parallel to the axis of chamber is accelerating heavy ions.
To have a reasonable thrust, the motion of electrons in the axial directions
must be greatly reduced. Otherwise the most of energy from the electric field
would be directed to electrons. Therefore a radial magnetic field (perpendic-
ular to the axes of cylinders is applied. As a result, because of the Hall effect,
the electrons are subject mainly to the azimuthal motion (Hall current). The
motion in the axial direction is of the diffusion type due to collisions of elec-
trons with atoms and the ceramic walls of the channel. One observes also
anomalous diffusion caused by the fluctuations of the electric field (plasma
turbulence). In the same time the magnetic field is too weak to influence the
motion of very heavy ions. In case of Xenon we have me

mi
≈ 10−5.

The simplest description of plasma discharge in the Hall thruster is based
on the 3-fluid model consisting of the fluid of neutral atoms, ions and electrons
[1]. The simple geometry allows also to account only for one space variable,
assuming cylindrical symmetry and homogeneity of plasma along the radial
direction. The distribution of the electric field is dependent on the charge
distribution in the chamber and in principle it is governed by the Poisson
equation for the electric potential. However typically we have ni−ne

ni
≈ 10−5.

This creates serious difficulties for numerical determination of the particle den-
sities and the electric field. Small errors in the densities leads to large errors in
the electric field. This influences the motion and the densities, so the numer-
ical procedure becomes very unstable. The quasineutrality of plasma ne ≈ ni
permits to determine with a good accuracy the electric field by assuming that
ne = ni and neglecting the Poisson equation. This is common procedure in
plasma physics. More precisely assuming in the electron and ion momentum
equations ne = ni and neglecting the inertial forces in the electron momentum
equations one arrives at the Ohm type of equation relating the electric field,
electron axial velocity and the gradient of the electron temperature. By the
ion and electron continuity equations the plasma neutrality implies that the
electric current density I = eni(Vi− Ve) is independent of the spatial variable
x. So it may depend only on time I = I(t). Clearly this can be true as long
as the time derivatives of ne and ni can be considered as equal.

After inserting so determined electric field to the ion momentum equation
one arrives at the following system

• continuity equation for the neutral atoms

∂Na
∂t

+
∂(NaVa)

∂x
= −βNani (1)
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• continuity equation for ions

∂ni
∂t

+
∂(Vini)

∂x
= βNani (2)

• ion momentum equation

∂Vi
∂t

+Vi
∂Vi
∂x

+
1

ni

∂

∂x

(
kTe
mi

ni

)
= νeff

(
I

ni e
− Vi

)
+βNa(Va−Vi) (3)

• electron temperature equation

ni√
Te

[
∂

∂t

(
T

3
2
e

ni

)
+ Ve

∂

∂x

(
T

3
2
e

ni

)]
= Q, (4)

Ve = Vi −
I

nie
, (5)

Q = −βNa
k

(
γeEion +

3

2
kTe − Eke

)
+

2νm
k
Eke −

νew
k

(Eke + 2kTe)− βNaTe, (6)

where the total current density I is given by the functional

I(t) =

(∫ l

0

νeff
e ni

dx

)−1

·

[
e

mi
U0 +

∫ l

0

(
νeffVi +

1

ni

∂

∂x

(
kTe
mi

ni

))
dx

]
. (7)

The characteristics of the system (1) - (4) have the following slopes:

ξ1 = Va, ξ2 = Vi −
√

5kTe
3mi

, ξ3 = Vi +

√
5kTe
3mi

, ξ4 = Ve = Vi −
I

nie
.

It is known that ξ1 > 0, ξ3 > 0, ξ4 < 0.
As will be shown Eqs. (1) - (4) form the hyperbolic system. The total current
density I is given by (7), therefore both sides of this system depend functionally
on the solution.

Besides the initial condition (x ∈ [0, l]):

Na(0, x) = Na0(x), ni(0, x) = ni0(x), Vi(0, x) = Vi0(x), Te(0, x) = Te0(x),

we assign also the boundary conditions. Neutral atoms are moving with the
constant velocity Va. Hence one may think that the ions originated close
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to the anode should have the same velocity. In such a case the boundary
condition on the anode would be in the form Vi(t, 0) = Va. Since in reality

there is Va <
√

5kTe
3mi

, therefore in this case ξ2 < 0 for x = 0 and the boundary

conditions for system (1) - (4) should be Na(t, 0) = N∗a (t), Vi(t, 0) = Va,
Te(t, l) = T ∗e (t). However, the physical considerations show that in most cases
close to the anode, because of the excess of electrons, the anode layer (the
sheath) with the reversed electric field is formed. As a result, at the edge of
this layer the ions are moving towards the anode with so called Bohm velocity

VB =
√

kTe
mi

. Consequently, we assume that in this case on the anode (x = 0)

we have Vi(t, 0) = −
√

kTe
mi

. The number (two) of the boundary conditions on

the left boundary is equal to the number of families of characteristics entering
the rectangle from the left. Similarly, we only need one boundary condition on
the right-hand side, because only ξ4 is negative there. The thruster is drafted
in a such way that outflow is strongly supersonic close to the channel exhaust

(Vi >
√

5kTe
3mi

). Therefore the eigenvalue ξ2 changes sign in the interior of

[0, T ] × [0, l] - it is negative in the vicinity of anode (ξ2 < 0 for x = 0) and
positive at the end of the channel (ξ2 > 0 for x = l). For this reason the
second characteristic leaves the left as well as the right boundary and we do
not assume any boundary condition related to this characteristic i.e. ξ2.

We also assume the following consistency conditions that assert continuity
of a solution of the considered system:

N∗a (0) = Na0(0),

N∗a
′(0) + (Na0Va)′(0) = −βNa0(0)ni0(0),

Te0(l) = T ∗e (0),

T ∗e
′(0)− 2Te0(l)

3ni0(l)

(
− (Vi0ni0)′(l) + βNa0(l)ni0(l)

)
+ Ve(0, l)T

′
e0(l)

+Ve(0, l)
2Te0(l)

3ni0(l)
n′i0(l) =

2

3
Q(0, l),

Vi0(0) = −

√
kTe0(0)

mi
,

−

√
k

4miTe0(0)
Te,t(0, 0) + Vi0(0)V ′i0(0) +

k

mi
T ′e0(0) +

k
mTe0(0)n′i0(0)

ni0(0)
=

= νeff

(
I(0)

ni0(0) e
− Vi0(0)

)
+ βNa0(0)(Va − Vi0(0)), (8)
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where in (8) there is

Te,t(0, 0) =
2Te0(0)

3ni0(0)

(
− (Vi0ni0)′(0) + βNa0(0)ni0(0)

)
− Ve(0, 0)T ′e0(0)

−Ve(0, 0)
2Te0(0)

3ni0(0)
n′i0(0) +

2

3
Q(0, 0).

2 Formulation of the problem

Let X0, X1 be the Banach spaces

X0 =

u ∈ C([0, l],Rn); ‖u‖0 := sup
x∈[0,l]

√√√√ n∑
i=1

u2
i <∞


X1 = {u ∈ C1([0, l],Rn); ‖u‖1 := ‖u‖0 + ‖u,x‖0 <∞}.

and let B1
r (u0) be a closed ball of radius r, centered at u0 in X1. We will be

concerned with the general quasilinear hyperbolic system of the form

u,t +A[u]u,x = b[u], (9)

that coefficients are the operators on u. The system (9) is suplemented by the
initial condition

u(0, x) = u0(x), x ∈ [0, l], (10)

and boundary conditions defined below.
We confine ourself to the functional dependence with respect to the variable

x only. Thus in A[u], b[u] and D[u], L[u], R[u] (that is defined below), u is
treated as a function of x, parametrically dependent on t. Similarly we admit
that the operators A, b and D, L, R are parametrically dependent on t. We
assume also that for a given u from a closed ball B1

r (u0), the matrix A[u]
(t ∈ [0, T ]) has real eigenvalues ξ1[u], . . . , ξn[u] and can be diagonalized [8],
[10]:

A[u] = R[u]D[u]L[u], where R = L−1

D[u] = diag[ξ1[u], . . . , ξn[u]], L[u] =

 L1[u]
...

Ln[u]

 .
The rows of the nonsingular matrix L[u] are the left linearly independent eigen-
vectors of A[u] and the columns of R[u] = L−1[u] are the right eigenvectors of
A[u].
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For any function u belonging to the closed ball B1
r (u0) and (t, x) ∈ [0, T ]×

[0, l] we assume that there are m1 characteristics entering the rectangle [0, T ]×
[0, l] from the left side and m2−m1 characteristics entering [0, T ]× [0, l] from
the right-hand side:

ξi[u](t, 0) > 0, i = 1, . . . ,m1

ξi[u](t, l) < 0, i = m1 + 1 . . . ,m2, m2 ≤ n.

The rest of the eigenvalues of the matrix A[u], i.e. ξi[u] for i = m2 + 1, . . . , n,
satisfy the conditions

ξi[u](t, 0) < 0 for t ∈ [0, T ] or ξi[u](t, 0) = 0 for t ∈ [0, T ],

ξi[u](t, l) > 0 for t ∈ [0, T ] or ξi[u](t, l) = 0 for t ∈ [0, T ].

It means that the characteristic belonging to the i-th family, for i = m2 +
1, . . . , n do not enter the rectangle through the latteral boundaries of [0, T ]×
[0, l] but they can leave it.
We assume that the lines x = 0 and x = l are not the characteristics.
Consequently we assume m1 conditions on the boundary x = 0:

Fj(t, u(t, 0)) = 0, j = 1, . . . ,m1, (11)

and m2 −m1 conditions if x = l:

Fj(t, u(t, l)) = 0, j = m1 + 1, . . . ,m2. (12)

It is required that Fj ∈ C1(Rn+1), j = 1, . . . ,m2 and are bounded together
with their derivatives.
Multiplying (9) on the left by L[u], we obtain the characteristic form of equa-
tions

L[u]ut +D[u]L[u]ux = L[u] b[u]. (13)

2.1 Initial-boundary value problem

Let u0(x) be an initial condition (10) for the system (9). We will assume that
there exist a closed ball B1

r (u0) in X1 such that for all t ∈ [0, T ] the following
conditions hold:

(A1) K : B1
r (u0) → X1 and for some constant c < ∞: ‖K[v]‖1 ≤ c for all

v ∈ B1
r (u0), where K denotes L, R, D, b.

(A2) L is a continuous nonlinear operator, L : B1
r (u0) → X1. In addition we

assume that L is Fréchet differentiable and ∃c>0∀v∈B1
r(u0)‖L′[v]‖0 ≤ c.
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(A3) L[v] is of C1 class with respect to the parameter t and there is a constant
c such that ‖ ∂∂tL[v]‖0 ≤ c, v ∈ B1

r (u0). ∗

(A4) For any δ > 0 and |x− x̄| ≤ δ there is a constant c and a function N(δ),
N(δ)→ 0 as δ → 0 such that for all v ∈ B1

r (u0) there is∣∣∣∣ ∂∂xK[v](t, x)− ∂

∂x
K[v](t, x̄)

∣∣∣∣ ≤ c|v,x(x)− v,x(x̄)|+N(δ),

for fixed t ∈ [0, T ]. Here K stands for L,D, b. | · | denotes the Euclidean
metric.

(A5) There exists a constant c that ‖K[v] − K[v̄]‖0 ≤ c‖v − v̄‖0 for v, v̄ ∈
B1
r (u0), where K stands for L, R, D, b.

We also assume the following consistence conditions (that assert continuity
of solution and its derivatives):

• the consistence condition for the initial condition at x = 0 and x = l

Fj(0, u
0(0)) = 0, j = 1, . . . ,m1,

Fj(0, u
0(l)) = 0, j = m1 + 1, . . . ,m2,

• the consistence condition for the derivatives
for j = 1, . . . ,m1

Fj,t(0, u
0(0)) +

n∑
i=1

Fj,ui(0, u
0(0)) ·

(
b[u0](0)−A[u0](0) u0

,x(0)

)
i

= 0,

for j = m1 + 1, . . . ,m2

Fj,t(0, u
0(l)) +

n∑
i=1

Fj,ui(0, u
0(l)) ·

(
b[u0](l)−A[u0](l) u0

,x(l)

)
i

= 0.

Let we denote the column vectors F̃ := [Fi]i=1,...,m1
, ˜̃F := [Fi]i=m1+1,...,m2

,
and the matrices consisted of the elements of R: [Rij ] i=1,...,n

j=1...,m1

, [Rij ] i=1,...,n
j=m1+1...,m2

.

Then for x = 0 we require:

det
(
F̃,u[Rij ] i=1,...,n

j=1...,m1

)
6= 0, (14)

∗The derivative in (A3) is the partial derivative with respect to t for the mapping (t, v)→
L[v], where (t, v) ∈ [0, T ]×B1

r (u0) (function v is independent of t). If u = u(t, x), then we

write the partial derivative of the operator L with respect to t in u as
(

∂
∂t

L
)

[u], hence(
∂
∂t

L
)

[u] = ∂
∂t

L[v]
∣∣∣
v=u

. In the other hand ∂
∂t

(L[u]) is a sum of the partial derivative(
∂
∂t

L
)

[u] and the Fréchet derivative L′[u] acting on u,t:
∂
∂t

(L[u]) =
(

∂
∂t

L
)

[u] + L′[u]u,t.
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and for x = l

det
(

˜̃F,u[Rij ] i=1,...,n
j=m1+1...,m2

)
6= 0, (15)

where F̃,u means the matrix
[
∂Fi
∂uj

]
i=1,...,m1
j=1,...,n

and analogously ˜̃F,u is the matrix[
∂Fi
∂uj

]
i=m1+1,...,m2

j=1,...,n

.

When we consider the prolonged system, the above two conditions will enable
us to calculate appropriate invariants on the boundary.

Theorem 1. Under the conditions stated above, there exits a local in time,
unique solution of class C1 of the problem (9) - (10), (11) - (12).

The proof of the theorem basis on the reasoning contained in [11]. It is
worth pointing out that many results for quasilinear hyperbolic systems have
been studied in [2], [3], [4] [5], [6], [7].

3 Characteristics

The proof of Theorem 1 we begin with the definition of characteristic.

Definition 1. The characteristic curve x = xk(t; t̄, x̄) of the k-th family com-
ing to the point (t̄, x̄) is the solution of the problem

dx

dt
= ξk[u](t, x), t ∈ [0, t̄], (16)

xk(t; t̄, x̄)|t=t̄ = x̄. (17)

For u ∈ B1
r (u0) the function ξk[u](t, x) is bounded and has bounded deriva-

tive with respect to x. Hence it satisfies the Lipschitz condition with respect
to x and therefore initial problem (16)-(17) has a unique solution (by Picard’s
theorem). Through each point (t̄, x̄) ∈ [0, T ∗] × [0, l] (T ∗ ≤ T is given below
by (32) on the page 227) there passes one and only one characteristic of the
k-th family, which is defined for t ∈ [0, T ∗].

Now we define the characteristics starting from the points (0, 0) and (l, 0).
Let x = Φi(t), i = 1, . . . ,m1 be a solution of the problem dx

dt = ξi[u](t, x),
Φi(0) = 0, i = 1, . . . ,m1, and x = Φi(t), i = m1 + 1, . . . ,m2, be a solu-
tion of the problem dx

dt = ξi[u](t, x), Φi(0) = l, i = m1 + 1, . . . ,m2. Char-
acteristic x = xi(t; t̄, x̄), i = 1, . . . ,m2 is continuously differentiable function
with respect to t and moreover dxi

dt = ξi[u](t, x) > 0 for i = 1, . . . ,m1 and
dxi
dt = ξi[u](t, x) < 0 for i = m1 +1, . . . ,m2 in the rectangle [0, T ]× [0, l]. From
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the equation 0 = xi(t; t̄, x̄), i = 1, . . . ,m2 we can (using implicit function the-
orem) uniquely calculate t as t = σi(t̄, x̄). For i = 1, . . . ,m1 it is the time
for which the characteristic passing through the point (t̄, x̄), where x̄ < Φi(t̄),
crosses the boundary x = 0. For i = m1 + 1, . . . ,m2 it is the time for which
the characteristic passing through the point (t̄, x̄), where x̄ > Φi(t̄), crosses
the boundary x = l.
Function σi, i = 1, . . . ,m2 is continuous in the rectangle [0, T ] × [0, l] and
xi(σi(t̄, x̄); t̄, x̄) = 0. Besides σi(t̄, 0) = t̄ for i = 1, . . . ,m1 and σi(t̄, l) = t̄
for i = m1 + 1, . . . ,m2. Let us noticed that the characteristic x = Φi(t),
i = 1, . . . ,m2 divides the rectangle [0, T ] × [0, l] into two parts and in each
part the solution is determined in a different way. Define sets

• i = 1, . . . ,m1

GpiT = {(t, x) ∈ [0, T ]× [0, l] : x ≥ Φi(t)},
GbiT = {(t, x) ∈ [0, T ]× [0, l] : x ≤ Φi(t)},

Figure 1: Example of GpiT and GbiT for i = 1, . . . ,m1.

• i = m1 + 1, . . . ,m2

GpiT = {(t, x) ∈ [0, T ]× [0, l] : x ≤ Φi(t)},
GbiT = {(t, x) ∈ [0, T ]× [0, l] : x ≥ Φi(t)},

• i = m2 + 1, . . . , n

GpiT = [0, T ]× [0, l],

GbiT = ∅.
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4 Prolonged system

Let us define the prolongation of system (9) which will help us to estimate the
growth of solution of system (13) as well as its derivatives.
We introduce the new unknown vector function p by

Definition 2.
p(t, x) = L[u(t, ·)] u,x. (18)

We will use the following denotation for v ∈ X1 independent of t:

L,t[v] =
∂

∂t
L[v], (19)

Thus if u = u(t, x) then

L,t[u] =
∂

∂t
L[v]

∣∣∣∣
v=u

. (20)

The Frechét derivative of L[u] acting on ω will be denoted by

L′(u;ω) := L′[u]ω, u ∈ X1, ω ∈ X0.

Now we formally differentiate all equations (13) with respect to x and we
obtain(
∂

∂x
L[u]

)
u,t+L[u]u,tx+

(
∂

∂x
D[u]

)
L[u]u,x+D[u]

∂

∂x
(L[u]u,x) =

∂

∂x
(L[u] b[u]) .

For the derivative u,tx we have L[u]u,tx = ∂
∂t (L[u]u,x)− ∂

∂t (L[u])u,x where by

assumption (A2) and by (20) we can develop ∂
∂t (L[u]) as ∂

∂t (L[u]) = L′(u;u,t)+
L,t[u]. Finally, expressing u,t and u,x from (9) and (18) in terms of p we obtain
the prolonged system:

ut = b[u]−R[u]D[u]p, (21)

∂p

∂t
+D[u]

∂p

∂x
= L[u]

∂

∂x
b[u] +

[(
∂

∂x
L[u]

)
R[u]D[u] (22)

+L′
(
u; b[u]−R[u]D[u]p

)
R[u] + L,t[u]R[u]− ∂

∂x
D[u]

]
p,

u(0, x) = u0(x), (23)

p(0, x) = p0(x) = L[u0]
du0

dx
. (24)

Now we will consider the boundary conditions for the prolonged system. Dif-
ferentiating the boundary condition (11) with respect to t and expressing ui,t
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from (21), we get (for j = 1, . . . ,m1, at the point (t, 0)) F̃,uRDp = F̃,t + F̃,ub.
By assumption (14) and implicit function theorem, we are able to calculate
invariants p1(t, 0), . . . , pm1

(t, 0): p1(t, 0)
...

pm1
(t, 0)

 =
{
F̃,u [Rij ] i=1,...,n

j=1,...,m1

[Dij ] i=1,...,m1
j=1,...,m1

}−1

(t,0)
× (25)

×

F̃,t + F̃,ub− F̃,u [Rij ] i=1,...,n
j=m1+1,...,n

[Dij ] i=m1+1,...,n
j=m1+1,...,n

 pm1+1

...
pn




(t,0)

and similarly for pm1+1(t, l), . . . , pm2(t, l).
It is worth pointing out that system (21)-(22) is expressed in Riemann invari-
ants, i.e. it has a diagonal form, whereas (9), in general, is not.

From now on for any matrix [Mij(t, x)] i=1,...,n
j=1,...,m

we will denote by Mk the

k-tk row of the matrix.
In order to simplify the notation we define the following operator

Definition 3 (substitution operator P). For a matrix function f(t, x) =
[fij(t, x)] i=1,...,n

j=1,...,m
we define the linear mapping P:

P :
(
C([0, T ]× [0, l])

)nm
−→

(
C([0, T ]× [0, T ]× [0, l])

)nm
,

(Pf)k(t, t̄, x̄) = [fk1(t, xk(t; t̄, x̄)), . . . , fkm(t, xk(t; t̄, x̄))], k = 1, . . . , n.

Thus P acts in this way that in the k-th row (k = 1, . . . , n) of the matrix
function f(t, x) it substitutes for x the expression of the k-th family of char-
acteristics xk(t; t̄, x̄).
Since sup

(t,t̄,x̄)∈[0,T ]×[0,T ]×[0,l]

|fk(t, xk(t; t̄, x̄))| = sup
(t,x)∈[0,T ]×[0,l]

|fk(t, x)|, then P is

bounded and hence continuous. For the convenience we will use the following
denotation: Ptf = (Pf)(t, ·, ·).

Let us notice that the left-hand side of (22) is the directional derivative
along the characteristic curves:

d

d t
(Ptp) = Ptf, (26)

where f = L[u] ∂∂xb[u] +
[(

∂
∂xL[u]

)
R[u]D[u] + L′

(
u; b[u] − R[u]D[u]p

)
R[u] +

L,t[u]R[u]− ∂
∂xD[u]

]
p. Integrating (26) along characteristics with respect to

t we obtain:
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• for (t̄, x̄) ∈ GpiT , i = 1, . . . , n, including the initial condition

pi(t̄, x̄) = (P0p)i +

∫ t̄

0

(Ptf)i dt. (27)

• for (t̄, x̄) ∈ GbiT , i = 1, . . . ,m1, including the boundary condition for
x = 0

pi(t̄, x̄) = pi(σi, 0) +

∫ t̄

σi

(Ptf)i dt. (28)

• for (t̄, x̄) ∈ GbiT , i = m1 + 1, . . . ,m2, including the boundary condition
for x = l

pi(t̄, x̄) = pi(σi, l) +

∫ t̄

σi

(Ptf)i dt. (29)

To derive Eqs. (21)-(22) we need, in principle, to assume that u(t, x) ∈ C2.
However, the integral form (27), (28), (29) permits us to look for solutions
which are only continuous, although pk is differentiable along the k-th char-
acteristics (k = 1, . . . , n).
Let (u, p) belong to the space X0 ×X0 with norm ‖(u, p)‖∗ := (c3 + 1)‖u‖0 +
c‖p‖0. If (u, p) is in a ball B∗ρ(u0, p0) centered at (u0, p0) and open in X0×X0,
then function u stays in the ball B1

r (u0) for enough small ρ. From assumptions
(A2) and (A5) we get ‖u,x−u0

,x‖0 = ‖R[u] p−R[u0] p0‖0 ≤ c‖p−p0‖0 + c‖u−
u0‖0‖p0‖0. Since ‖p0‖0 =

∥∥∥L[u0]du
0

dx

∥∥∥
0
≤ c2, we have ‖u,x−u0

,x‖0+‖u−u0‖0 ≤
(c3 + 1)‖u− u0‖0 + c‖p− p0‖0 < r.

Now we will show that if there exists a solution (u(t, x), p(t, x)) of Eqs. (21)-
(22) (p in the sense of Eq. (27), (28) or (29)) then it must stay in B∗ρ(u0, p0)
for some finite time t ∈ [0, T ∗], where T ∗ is defined by (32).
The following estimations hold in the ball B∗ρ(u0, p0):

|u,t(t, x)| ≤ ‖b[u]‖0 + ‖R[u]‖0 ‖D[u]‖0 ‖p‖0 ≤ c+ c2‖p‖0.

Using ‖p‖0 ≤ ‖p− p0‖0 + ‖p0‖0 ≤ r
c + c2, we get

|u,t(t, x)| ≤ cu, (30)

where cu := c+ c4 + cr.
Function pk is differentiable along the k-th characteristics. Then by (22) we
can write

∣∣ d
dt (Ptp)

∣∣ ≤ c2 + ‖p‖0(c+ c2 + 2c3) + c4‖p‖20. Hence∣∣∣∣ ddt (Ptp)
∣∣∣∣ ≤ cp, (31)
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where cp := c2 + c3 + c4 + 2c5 + c8 + r(1 + c+ 2c2 + 2c5) + r2c2.
As for any function ϕ(t) ∈ C1 there is d

dt |ϕ(t)| ≤
∣∣ d
dtϕ(t)

∣∣. Then we obtain
from (30), (31) conditions:

∂

∂t
|u(t, x)− u0(x)| ≤ cu,

∂

∂t
|Ptp− P0p| ≤ cp,

which imply
|u(t, x)− u0(x)| ≤ t cu, |Ptp− P0p| ≤ t cp.

Because cu, cp are constants independent of x therefore we have

‖(u, p)− (u0, p0)‖∗ = (c3 + 1)‖u− u0‖0 + c‖p− p0‖0 ≤ t
(
cu(c3 + 1) + cp c

)
.

If

T ∗ = min

{
r

cu(c3 + 1) + cp c
, T

}
, (32)

then we see that solution must indeed stay in B∗ρ(u0, p0) (hence it is bounded)
for t ∈ [0, T ∗].

5 Uniqueness of solution

We shall show the following

Lemma 1. If there exists a solution of the mixed problem (9) - (10), (11) -
(12), then it is unique.

Proof. Assume u(t, x) and ū(t, x) are two different solutions of problem (9)
- (10), (11) - (12), and moreover u(0, x) = ū(0, x) = u0(x). For abbreviation
we will write L̄ = L[ū], D̄ = D[ū], b̄ = b[ū], R̄ = R[ū]. We form the
difference v(t, x) = u(t, x)− ū(t, x), v(0, x) = [0, . . . , 0]T , for which holds

L̄v,t + D̄L̄v,x = Lb− L̄b̄− (L− L̄)u,t − (DL− D̄L̄)u,x. (33)

The form (33) of the system suggests introducing a new unknown function
v̄ = L̄ v, and then we may write the system (33) in the Riemann invariants

∂v̄

∂t
+ D̄

∂v̄

∂x
= g (34)

where

g = Lb− L̄b̄− (L− L̄)u,t − (DL− D̄ L̄)u,x

+

(
L,t[ū] + L′(ū; b̄− R̄ D̄ p̄) + D̄

∂

∂x
L̄

)
R̄ v̄.
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Hence we have d
d t (Ptv̄) = Ptg. After integrating from 0 to t̄ we obtain the

following integral system:

• if (t̄, x̄) ∈ GpiT0
, i = 1, . . . , n, then we take into account the initial

condition v̄i(0, x) = 0

v̄i(t̄, x̄) =

∫ t̄

0

(Ptg)i dt,

• if (t̄, x̄) ∈ GbiT , i = 1, . . . ,m1 then we take into account the boundary
condition for x = 0:

v̄i(t̄, x̄) = v̄i(σi, 0) +

∫ t̄

σi

(Ptg)i dt,

• if (t̄, x̄) ∈ GbiT , i = m1 + 1, . . . ,m2, then we consider the boundary
condition for x = l:

v̄i(t̄, x̄) = v̄i(σi, l) +

∫ t̄

σi

(Ptg)i dt,

For (t̄, x̄) ∈ GpiT , i = 1, . . . , n (i.e. at the point belonging to the set where the
initial problem is considered) we obtain

|v̄i(t̄, x̄)| ≤
∫ t̄

0

∥∥Lb− L̄b̄∥∥
0
dt+

∫ t̄

0

∥∥L− L̄∥∥
0
‖ut‖0 dt

+

∫ t̄

0

∥∥DL− D̄ L̄
∥∥

0
‖ux‖0 dt+

∫ t̄

0

‖L̄,t‖0
∥∥R̄∥∥

0
‖v̄‖0 dt

+

∫ t̄

0

∥∥L′ (ū; b̄− R̄ D̄ p̄
)∥∥

0

∥∥R̄∥∥
0
‖v̄‖0 dt+

∫ t̄

0

∥∥D̄∥∥
0

∥∥∥∥ ∂∂xL̄
∥∥∥∥

0

∥∥R̄∥∥
0
‖v̄‖0 dt.

Now we easily arrive at the following estimations:

• ‖u,x(t, x)‖0 = ‖R[u] p‖0 ≤ c ‖p‖0 ≤ r + c3,

• ‖L′(ū; ūt)‖0 = ‖L′ (ū; b[u]−R[u]D[u] p)‖0 ≤ c ‖b[u]−R[u]D[u] p‖0 ≤
c2 + c5 + c2r,

As a consequence of these inequalities and assumptions (A1), (A3), (A5) we
can write (i = 1, . . . , n)

|v̄i(t̄, x̄)| ≤ c1
∫ t̄

0

‖u(t, x)− ū(t, x)‖0 dt+ c2

∫ t̄

0

‖v̄(t, x)‖0 dt (35)

≤ c1
∫ t̄

0

‖R̄[u](t, x)‖0 ‖v̄(t, x)‖0 dt+ c2

∫ t̄

0

‖v̄(t, x)‖0 dt ≤ c3
∫ t̄

0

‖v̄(t, x)‖0 dt,
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where c1 = 3c2(1 + c2 + r), c2 = c2 + 2c3 + c6 + c3r, c3 = c1c+ c2.
We next claim that the following inequalities hold

|v̄i(σi, 0)| ≤ c̃(t̄) sup
t∈[0,t̄]

‖v̄(t, x)‖0, i = 1, . . . ,m1 (36)

|v̄i(σi, l)| ≤ c̃(t̄) sup
t∈[0,t̄]

‖v̄(t, x)‖0, i = m1 + 1, . . . ,m2 (37)

for some nonnegative constant c̃ dependent on t̄ (in σi) and c̃→ 0, if t̄→ 0.
Proof of (36):
The difference Fj(t, u(t, 0))−Fj(t, ū(t, 0)) = 0, for j = 1, . . . ,m1 we can rewrite
by Hadamard’s lemma in the form

0 =

n∑
k=1

(
uk(t, 0)−ūk(t, 0)

)∫ 1

0

∂Fj
∂uk

(
t, ū1(t, 0)+λv1(t, 0), . . . , ūn(t, 0)+λvn(t, 0)

)
dλ.

(38)
Set the matrix Ψ = [ψjk] j=1,...,m1

k=1,...,n
, where

ψjk(t) =

∫ 1

0

∂Fj
∂uk

(
t, ū1(t, 0) + λv1(t, 0), . . . , ūn(t, 0) + λvn(t, 0)

)
dλ.

Then (38) is in the form 0 = Ψ(t) v(t, 0). Now we can rewrite the above equality
using function v̄: 0 = Ψ(t)R̄(t, 0)v̄(t, 0). In order to determine v̄1(t, 0), . . . , v̄m1(t, 0)

it must be satisfied the condition det
(

Ψ [R̄ij ] i=1,...,n
j=1,...,m1

)
6= 0, for x = 0. This

gives v̄1(t, 0)
...

v̄m1(t, 0)

 = −
(

Ψ [R̄ij ] i=1...n
j=1...m1

)−1

Ψ [R̄ij ] i=1...n
j=m1+1...n

 v̄m1+1(t, 0)
...

v̄n(t, 0)

 .
(39)

For i = 1, . . . ,m1 there is (σi, 0) ∈ GpjT0
for j = m1 + 1, . . . , n. Thus we

conclude from (35) that |v̄j(σi, 0)| ≤ σi c3 supt∈[0,t̄] ‖v̄(t, x)‖0. On account of

(39) and the boundedness of the functions Ψ, R̄ and the above inequality we
have (36). The constant c̃(t̄) is expressed by σi, i = 1, . . . ,m1, and hence also
by t̄, whereas σi(t̄, x̄)→ 0 if t̄→ 0.

�

According to (35), (36), (37) we have for any (t̄, x̄) ∈ [0, T ]× [0, l]

‖v̄(t̄, x̄)‖0 ≤ c̃(t̄) sup
t∈[0,t̄]

‖v̄(t, x)‖0 + c3

∫ t̄

0

‖v̄(t, x)‖0dt. (40)
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If t̄ satisfies the condition
c̃(t̄) < 1, (41)

then we can rewrite (40) as ‖v̄(t̄, x̄)‖0 ≤ c3
1−c̃

∫ t̄
0
‖v̄(t, x)‖0dt. The Gronwall

lemma now yields ‖v̄(t̄, x̄)‖0 = 0. Hence the solution is unique if t̄ satisfies (41).
Then taking t̄ as the initial time we easily draw the same conclusion for the
next segment of time. We follow by the same method as long as we reach the
maximal time of the existence of the solution. It is a correct reasoning, because
all constants from the page 228 do not change in the domain of determinacy
of the problem (9) - (10), (11) - (12).

6 Existence of solution

To prove the existence of the solution of (9) - (10), (11) - (12) we use the
method of successive approximations.
For abbreviation we will write L = L[u] and L̄ = L[ū] and similarly for the
other operators.
We define a sequence of successive approximations as a linear system with
initial and boundary conditions

(0)
u (t, x) = u0(x) (42)

(s)

L
(s+1)
u,t +

(s)

D
(s)

L
(s+1)
u,x =

(s)

L
(s)

b (43)

(s+1)
u (0, x) = u0(x) (44)

Fj(t,
(s+1)
u (t, 0)) = 0, j = 1, . . . ,m1 (45)

Fj(t,
(s+1)
u (t, l)) = 0, j = m1 + 1, . . . ,m2. (46)

The existence theorem for linear system ([11]) asserts a unique solution
(s+1)
u

of class C1 for any s = 0, 1, 2, . . . and t ∈ [0, T ∗], where T ∗ is defined on page
227.
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6.1 Successive approximations for prolonged system

Denoting
(0)
p = L[u0] du

0(x)
dx ,

(s+1)
p =

(s)

L
(s+1)
u,x , we consider the linear system

(s+1)
u,t =

(s)

b −
(s)

R
(s)

D
(s)
p , (47)

(s+1)
p,t +

(s)

D
(s+1)
p,x =

(s)

L
∂

∂x

(s)

b +

(
∂

∂x

(s)

L

)
(s)

R
(s)

D
(s)
p (48)

+L′(
(s)
u ;

(s)

b −
(s)

R
(s)

D
(s)
p )

(s)

R
(s+1)
p +

(
L,t[

(s)
u ]

(s)

R −
∂

∂x

(s)

D

)
(s+1)
p ,

with conditions

(s+1)
u (0, x) =

(0)
u , (49)

(s+1)
p (0, x) =

(0)
p , (50)


(s+1)
p1 (t, 0)

...
(s+1)
pm1

(t, 0)

 =

{
(s+1)

F̃,u [
(s)

Rij ] i=1,...,n
j=1,...,m1

[
(s)

Dij ] j=1,...,m1
i=1,...,m1

}−1

(t,0)

× (51)

×


(s+1)

F̃,t +
(s+1)

F̃,u
(s)

b −
(s+1)

F̃,u [
(s)

Rij ] i=1,...,n
j=m1+1,...,n

[
(s)

Dij ] i=m1+1,...,n
j=m1+1,...,n


(s+1)
pm1+1

...
(s+1)
pn




(t,0)

.

Similarly for the invariants
(s+1)
pm1+1 (t, l), . . . ,

(s+1)
pm2 (t, l).

Using induction we will demonstrate that for any s = 0, 1, . . . the solution

of (47)-(51) exits and it is defined for each t ∈ [0, T ∗] and moreover (
(s)
u ,

(s)
p )

stays in B∗ρ(u0, p0).

Assume that (
(s)
u ,

(s)
p ) ∈ B∗ρ(u0, p0) for t ∈ [0, T ∗]. If so, then the same estimates

as on page 226 are true for (
(s+1)
u ,

(s+1)
p ). Therefore (

(s+1)
u ,

(s+1)
p ) is defined for

t ∈ [0, T ∗] and stays in B∗ρ(u0, p0). Since (
(0)
u ,

(0)
p ) ∈ B∗ρ(u0, p0) for any time,

then (
(s)
u ,

(s)
p )s=0,1,... ∈ B∗ρ(u0, p0) for t ∈ [0, T ∗].

6.2 Uniform convergence of {
(s)
u }

We shall show
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Lemma 2. The sequence {
(s)
u } is convergent in a Banach space C([0, T ∗]×R).

Proof.

We define the new unknown vector function
(s+1)
r (t, x) =

(s)

L

(
(s+1)
u −

(s)
u

)
,

s = 0, 1, . . . with the initial condition
(s+1)
r (0, x) = [0, . . . , 0]

T
. From (43) we

obtain the system involving
(s+1)
r , that along the characteristic curves is in the

form d
d t

(
Pt

(s+1)
r

)
=

(s−1,s,s+1)

h where

(s−1,s,s+1)

h = Pt(
(s)

L
(s)

b )− Pt(
(s−1)

L
(s−1)

b ) + Pt

(
L,t[

(s)
u ]

(s)

R
(s+1)
r

)
+Pt

(
L′
(

(s)
u ;

(s)

b −
(s)

R
(s)

D
(s)
p
) (s)

R
(s+1)
r

)
+ Pt

(
(s)

D

(
∂

∂x

(s)

L

)
(s)

R
(s+1)
r

)
−Pt

((
(s)

L −
(s−1)

L

)
(s)
u,t

)
− Pt

((
(s)

D
(s)

L −
(s−1)

D
(s−1)

L

)
(s)
u,x

)
.

Integrating each of these equations along the corresponding characteristic with
respect to t from 0 to t̄, we obtain

• if (t̄, x̄) ∈ GpiT , i = 1, . . . , n (taking into account the initial condition
(s+1)
ri (0, x) = 0.)

(s+1)
ri (t̄, x̄) =

∫ t̄

0

(
Pt

(s−1,s,s+1)

h

)
i

dt.

• if (t̄, x̄) ∈ GbiT , i = 1, . . . ,m1 (taking into account the boundary condi-
tion for x = 0)

(s+1)
ri (t̄, x̄) =

(s+1)
ri (σi, 0) +

∫ t̄

σi

(
Pt

(s−1,s,s+1)

h

)
i

dt. (52)

• and if (t̄, x̄) ∈ GbiT , i = m1+1, . . . ,m2 (taking into account the boundary
condition for x = l)

(s+1)
ri (t̄, x̄) =

(s+1)
ri (σi, l) +

∫ t̄

σi

(
Pt

(s−1,s,s+1)

h

)
i

dt. (53)



MIXED PROBLEM FOR QUASILINEAR HYPERBOLIC SYSTEM WITH
COEFFICIENTS FUNCTIONALLY DEPENDENT ON SOLUTION 233

In the same manner as (40) we obtain:
for i = 1, . . . ,m1∣∣∣∣(s+1)

ri (σi, 0)

∣∣∣∣ ≤ c̄(t̄) sup
t∈[0,t̄]

‖
(s+1)
r (t, x)‖0 + ¯̄c

∫ t̄

0

‖
(s)
r (t, x)‖0dt, (54)

for i = m1 + 1, . . . ,m2∣∣∣∣(s+1)
ri (σi, l)

∣∣∣∣ ≤ c̄(t̄) sup
t∈[0,t̄]

‖
(s+1)
r (t, x)‖0 + ¯̄c

∫ t̄

0

‖
(s)
r (t, x)‖0dt, (55)

with some nonnegative constants c̄, ¯̄c. The constant c̄ depends on t̄ and c̄→ 0,
when t̄→ 0.

If (t̄, x̄) ∈ GpiT , i = 1, . . . , n then we can estimate
(s+1)
r (similarly to (35)):

|
(s+1)
ri (t̄, x̄)| ≤ cr

∫ t̄

0

‖
(s)
r ‖0dt+ cr

∫ t̄

0

‖
(s+1)
r ‖0dt, (56)

for some nonnegative constant cr.
From (52) and (53), for (t̄, x̄) ∈ GbiT , i = 1, . . . ,m2, using (54) and (55) we
get:

|
(s+1)
ri (t̄, x̄)| ≤ c̄(t̄) sup

t∈[0,t̄]

‖
(s+1)
r (t, x)‖0+(cr+¯̄c)

∫ t̄

0

‖
(s)
r ‖0dt+cr

∫ t̄

0

‖
(s+1)
r ‖0dt.

(57)
By inequalities (56) and (57) we deduce that for any (t̄, x̄) ∈ [0, T ]× [0, l] there
holds

sup
t∈[0,t̄]

‖
(s+1)
r ‖0 ≤ c̄(t̄) sup

t∈[0,t̄]

‖
(s+1)
r (t, x)‖0 + (cr + ¯̄c)

∫ t̄

0

‖
(s)
r ‖0dt

+cr

∫ t̄

0

‖
(s+1)
r ‖0dt.

If t̄ satisfies the condition
c̄(t̄) < 1, (58)

then

sup
t∈[0,t̄]

‖
(s+1)
r ‖0 ≤

cr + ¯̄c

1− c̄(t̄)

∫ t̄

0

‖
(s)
r ‖0dt+

cr
1− c̄(t̄)

∫ t̄

0

‖
(s+1)
r ‖0dt. (59)

Let c̄r = cr+¯̄c
1−c̄(t̄) . We rewrite (59) using the quantity

(i)

Q (t̄) = max
t∈[0,t̄]

‖
(i)
r (t, x)‖0:

(s+1)

Q (t̄) ≤ c̄r
∫ t̄

0

(s)

Q (t)dt+ c̄r

∫ t̄

0

(s+1)

Q (t)dt,
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For every t1 ≥ t̄ it is easily seen
(s+1)

Q (t̄) ≤ c̄r
∫ t1

0

(s)

Q (t)dt + c̄r
∫ t̄

0

(s+1)

Q (t)dt.
After applying Gronwall’s inequality we get

(s+1)

Q (t̄) ≤ c̄r ec̄r t̄
∫ t1

0

(s)

Q (t)dt ≤ c̄r ec̄r t1
∫ t1

0

(s)

Q (t) dt = c4

∫ t1

0

(s)

Q (t)dt,

where c4 = cr e
c̄r T

∗
. This result holds for every t1 ≥ t̄, hence in particular for

t1 = t̄:
(s+1)

Q (t̄) ≤ c4
∫ t̄

0

(s)

Q (t)dt. (60)

Applying s-times formula (60)

(s+1)

Q (t̄) ≤ cs4
∫ t̄

0

dt

∫ t

0

dτ1· · ·
∫ τs−1

0

(1)

Q (τs)dτs−1,

and observing the fact that
(1)

Q is constant

(1)

Q (t̄) = max
t∈[0,t̄]

‖
(0)
r (t, x)‖0 ≤ max

t∈[0,T∗]
‖L[

(0)
u ] (

(1)
u −

(0)
u )‖0 =: cQ,

we conclude that

(s+1)

Q (t̄) ≤ (c4 t̄)
s

s!
cQ, s = 0, 1, . . . . (61)

We emphasize that t̄ has to satisfy (58). To deduce (61), which holds for any
t̄ ∈ [0, T ∗], we take t̄ as the initial time and become to an inequality similar
to (61) for a new period of time. We continue in this fashion as long as (61)
is true for t̄ ∈ [0, T ∗].

We are now in a position to show that {
(s)
u } is a Cauchy sequence in the

Banach space C([0, T ∗]× R) with the supremum norm ||| · |||0 = max
t∈[0,T∗]

‖ · ‖0.

Let k > m. Using (61) we obtain an upper bound for the difference between
any two approximations of u:

‖
(k)
u −

(m)
u ‖0 ≤ ‖

(k)
u −

(k−1)
u ‖0 + · · ·+ ‖

(m+1)
u −

(m)
u ‖0

= ‖
(k−1)

R
(k)
r ‖0 + · · ·+ ‖

(m)

R
(m+1)
r ‖0 ≤ ccQ

(
(c4 t)

k−1

(k − 1)!
+ · · ·+ (c4 t)

m

m!

)
≤ ccQ

(c4 t)
m

m!

(
1 +

c4 t

m+ 1
+

(cc4 t)
2

(m+ 1)(m+ 2)
+ · · ·+ (c4 t)

k−1−m

(m+ 1) . . . (k − 1)

)
≤ ccQ

(c4 t)
m

m!

(
1 +

c4 t

1!
+

(c4 t)
2

2!
+ · · ·+ (c4 t)

k−1−m

(k − 1−m)!

)
≤ ccQ

(c4 t)
m

m!
ec4 t.
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Hence we deduce that the sequence {
(s)
u } satisfies the Cauchy criterion in the

Banach space C([0, T ∗]× [0, l])

sup
t∈[0,T∗]

‖
(k)
u −

(m)
u ‖0 ≤ c cQ

(c4 T
∗)m

m!
ec4 T

∗
−→ 0, if m→ +∞.

6.3 Equi-continuity of the sequence {
(s)
p }

Now we will prove that for any pair of the functions (u, p) from the ball
B∗ρ(u0, p0) that satisfy the system (21) - (22) there exists a modulus of conti-

nuity i.e. a function M̃(δ), M̃(δ)→ 0 as δ → 0 such that it obeys a inequality
|p(t, x)− p(t, x̄)| ≤ M̃(δ) if |x − x̄| ≤ δ for t ∈ [0, T ∗]. We show all transfor-
mations for simplicity only for p1 (the first component of the vector function
p). There are possible three cases:

• (t, x), (t, x̄) ∈ Gp1T , i.e. we consider only the initial problem;

• (t, x), (t, x̄) ∈ Gb1T , i.e. we consider only the boundary problem;

• (t, x) ∈ Gp1T , (t, x̄) ∈ Gb1T (or symmetrically), when we have to take
into account both initial and boundary conditions.

We start from the first case with the initial condition. Let (t, x), (t, x̄) ∈
Gp1T . Considering the first equation of (22) along the characteristic curves
x = x1(τ ; t, x) and integrating system with respect to τ from 0 to t, we obtain

p1(t, x) = p0
1(x1(τ ; t, x)) +

∫ t

0

(
L1[u]

∂

∂x
b[u]

)
(τ, x1(τ ; t, x)) dτ

+

∫ t

0

((
∂

∂x
L1[u]

)
R[u]D[u]p

)
(τ, x1(τ ; t, x)) dτ

+

∫ t

0

(L1,t[u]R[u]p) (τ, x1(τ ; t, x)) dτ

+

∫ t

0

(
L′1[u]

(
u; b[u]−R[u]D[u] p

)
R[u]p

)
(τ, x1(τ ; t, x)) dτ

−
∫ t

0

((
∂

∂x
ξ1[u]

)
p1

)
(τ, x1(τ ; t, x)) dτ.

Our next concern will be an estimation of |p1(t, x)− p1(t, x̄)|.
Since p0

1(x1(τ ; t, x)) is a continuous function of x, then it is uniformly continu-
ous on any compact set (here x ∈ [0, l]). Therefore for |x− x̄| ≤ δ there exists
a function N0(δ) → 0 as δ → 0, such that

∣∣p0
1(x1(τ ; t, x))− p0

1(x1(τ ; t, x̄))
∣∣ ≤
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N0(δ). Because of the assumption (A1) the operator L has a bounded deriva-
tive with respect to x and hence the function L1(τ, x1(τ ; t, x))) satisfy the
Lipschitz condition with respect to the second variable. Using this fact and
also the assumption (A4) for the operator b, we see that if |x− x̄| ≤ δ then∣∣∣∣(L1[u]

∂

∂x
b[u]

)
(τ, x1(τ ; t, x))−

(
L1[u]

∂

∂x
b[u]

)
(τ, x1(τ ; t, x))

∣∣∣∣
≤ c2|x1(τ ; t, x)− x1(τ ; t, x̄)|+ c2|u,x(τ, x1(t; t, x))− u,x(τ, x1(τ ; t, x̄))|
+N(δ), (62)

where N(δ)→ 0 as δ → 0.
By theorem on differentiability of the solutions of ODE with respect to initial
data [9] we have:

|x1(τ ; t, x)− x1(τ ; t, x̄)| ≤ c|x− x̄| < cδ. (63)

Let us point out that we can replace u,x by p on the right-hand side of (62). The
operator R is bounded in the ball B1

r (u0) and the function R[u](t, x) satisfies
the Lipschitz condition with respect to x. For this reason for t ∈ [0, T ∗] we
obtain

|u,x(τ, x1(τ ; t, x))− u,x(τ, x1(τ ; t, x̄))| =
= |(R[u]p)(τ, x1(τ ; t, x))− (R[u]p)(τ, x1(τ ; t, x̄))|
≤ c|p(τ, x1(τ ; t, x))− p(τ, x1(τ ; t, x̄))|+ c2|x1(τ ; t, x)− x1(τ ; t, x̄)|

≤ c5
(
|p(τ, x1(τ ; t, x))− p(τ, x1(τ ; t, x̄))|+ δ

)
, (64)

where c5 = max {c, c2}. Finally by (63) and (64) we have∣∣∣∣(L1[u]
∂

∂x
b[u]

)
(τ, x1(τ ; t, x))−

(
L1[u]

∂

∂x
b[u]

)
(τ, x1(τ ; t, x̄))

∣∣∣∣
≤ (c3 + c5)δ + c2c5|p(τ, x1(τ ; t, x))− p(τ, x1(τ ; t, x̄))|+N(δ).

By assumptions (A1), (A4), (63) and (64) we get∣∣∣∣(( ∂

∂x
L1[u]

)
R[u]D[u]p

)
(τ, x1(τ ; t, x))

−
((

∂

∂x
L1[u]

)
R[u]D[u]p

)
(τ, x1(τ ; t, x̄))

∣∣∣∣ ≤
≤ c6

{
N(δ) + δ + |p(τ, x1(τ ; t, x̄))− p(τ, x1(τ ; t, x̄))|

}
,
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for c6 = max {c3(ρc5 + 1), c3ρ, c3ρc5 + 2c3ρ}. In the same way we obtain∣∣∣∣(( ∂

∂x
ξ1[u]

)
p1

)
(τ, x1(τ ; t, x))−

((
∂

∂x
ξ1[u]

)
p1

)
(τ, x1(τ ; t, x̄))

∣∣∣∣
≤ c7

{
N(δ) + δ + |p(τ, x1(τ ; t, x̄))− p(τ, x1(τ ; t, x̄))|

}
,

where c7 = max {ρ, c3ρ2, c+ cρc5}.
For fixed t ∈ [0, T ∗] and for x belonging to any compact set, functions Lt[u]
and L′[u] are uniformly continuous. Hence there exists a function NL(δ)→ 0
as δ → 0, such that there holds (c8 > 0):∣∣∣((L1,t[u] + L′1(u; b[u]−R[u]D[u]p)R[u]D[u] p)

)
R[u]p

)
(τ, x1(τ ; t, x))

−
((
L1,t[u] + L′1(u; b[u]−R[u]D[u]p)R[u]D[u] p)

)
R[u]p

)
(τ, x1(τ ; t, x̄))

∣∣∣
≤ c8

{
δ +NL(δ) + |p(τ, x1(τ ; t, x))− p(τ, x1(τ ; t, x̄))|

}
,

for c8 = max {ρ(1 + c), cρ, c2 + c}. Summarizing, we see that

|p1(t, x)− p1(t, x̄)| < N0(δ) + c9

∫ t

0

(N(δ) +NL(δ) + δ) dτ (65)

+c9

∫ t

0

|p(τ, x1(τ ; t, x))− p(τ, x1(τ ; t, x̄))| dτ,

where c9 = max {c3 + c5, c
2c5, c6, c7, c8}. The same conclusion can be drawn

for every component of the vector function p.
Now we define a new function

M(t, δ) = max
k=1,...,n

sup
|x−x̄|≤δ
τ≤t

|p(τ, xk(τ ; t, x))− p(τ, xk(τ ; t, x̄))| . (66)

Basis on (65) we obtain the following formula

M(t, δ) ≤ N0(δ) + t c9

(
N(δ) +NL(δ) + δ

)
+ c9

∫ t

0

M(τ, δ)dτ.

The next step is to apply Gronwall’s inequality to the last expression

M(t, δ) ≤ N0(δ) ec9 t + t
(
N(δ) +NL(δ) + δ

)
(ec9 t − 1).

Because N0(δ), N(δ), NL(δ) → 0 as δ → 0, we conclude that, for t ∈ [0, T ∗],
M(t, δ) → 0 as δ → 0. Consequently we take the definition of the function
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M̃(δ) in the form M̃1(δ) = N0(δ) ec9 T
∗

+T ∗
(
N(δ)+NL(δ)+δ

)
(ec9 T

∗−1). It

remains to consider the points belonging to the set in which there is a boundary
problem. Let σ1 denote time that characteristic x1 passing through the point
(t, x) enters the set [0, T ]× [0, l]. Similarly σ̄1 is a time that characteristic x1

passing through the point (t, x̄) enters the rectangle [0, T ]× [0, l].
If (t, x) ∈ Gb1T then taking into account the boundary condition for x = 0 we
obtain:

p1(t, x) = p1(σ1, 0) +

∫ t

0

(
L1[u]

∂

∂x
b[u]

)
(τ, x1(τ ; t, x)) dτ

+

∫ t

σ1

((
∂

∂x
L1[u]

)
R[u]D[u]p

)
(τ, x1(τ ; t, x)) dτ

+

∫ t

σ1

(L1,t[u]R[u]p) (τ, x1(τ ; t, x)) dτ

+

∫ t

σ1

(
L′1[u]

(
u; b[u]−R[u]D[u] p

)
R[u]p

)
(τ, x1(τ ; t, x)) dτ

−
∫ t

σ1

((
∂

∂x
ξ1[u]

)
p1

)
(τ, x1(τ ; t, x)) dτ.

Now we should estimate the difference |p1(t, x)− p1(t, x̄)| for (t, x), (t, x̄) ∈
Gb1T , but we will consider only p1(σ1, 0)− p1(σ̄1, 0). The rest of the elements
of |p1(t, x)− p1(t, x̄)| can be estimated by the right-hand side of (65). Adding
and subtracting expressions in (25) (in order to use the triangle inequality and
Lipschitz condition), we become to the following inequality (i = 1, . . . ,m1):

|p1(σ1, 0)− p1(σ̄1, 0)| ≤ c∗ |u(σ1, 0)− u(σ̄1, 0)|
+c∗ max

i=m1+1,...,n
|pi(σ1, 0)− pi(σ̄1, 0)|

+c∗

∣∣∣F,u(σ1, u(σ1, 0)
)
− F,u

(
σ̄1, u(σ̄1, 0)

)∣∣∣
+c∗

∣∣∣F,t(σ1, u(σ1, 0)
)
− F,t

(
σ̄1, u(σ̄1, 0)

)∣∣∣ ,
where F,u := [Fj,ui ] j=1,...,m1

i=1,...,n
, F,t := [F1,t, . . . , Fm1,t]

T . The constant c∗ is the

maximum of the following quantities: sup
[0,T ]×[0,l]

∣∣∣∣{F,u[Rij ] i=1,...,n
j=1,...,m1

[Dij ] i=1,...,m1
j=1,...,m1

}−1
∣∣∣∣,

max
[0,T ]×[0,l]

{
|D|, |R|, |b|

}
, max

[0,T ]

{
|F,u|, |F,t|

}
, sup

[0,T ]×[0,l]

∣∣∣F,u[Rij ] i=1,...,n
j=1,...,m1

∣∣∣,
sup

[0,T ]×[0,l]

∣∣∣F,u[Dij ] i=1,...,m1
j=1,...,m1

∣∣∣, sup
[0,T ]×[0,l]

∣∣∣[Rij ] i=1,...,n
j=1,...,m1

[Dij ] i=1,...,m1
j=1,...,m1

∣∣∣.
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For the fixed t the functions F,u, F,t, u are continuous with respect to x
(x ∈ [0, l]). Therefore all this functions are uniformly continuous and there
exists a function Ñ(δ), Ñ(δ)→ 0 as δ → 0, such that

• |u(σ1, 0)− u(σ̄1, 0)| ≤ Ñ(δ),

•
∣∣∣F,t(σ1, u(σ1, 0)

)
− F,t

(
σ̄1, u(σ̄1, 0)

)∣∣∣ ≤ Ñ(δ),

•
∣∣∣F,u(σ1, u(σ1, 0)

)
− F,u

(
σ̄1, u(σ̄1, 0)

)∣∣∣ ≤ Ñ(δ).

Let us remind that the points (σ1, 0) and (σ̄1, 0) belong to the GpiT for i =
m1 + 1, . . . , n i.e. they are in the sets where Cauchy condition is considered.
Hence by reasoning for the first part of that paragraph there exists a function
˜̃N(δ), ˜̃N(δ) → 0 as δ → 0, such that maxi=m1+1,...,n |pi(σ1, 0) − pi(σ̄1, 0)| ≤
˜̃N(δ). Finally we obtain |p1(σ1, 0)− p1(σ̄1, 0)| ≤ 3c∗Ñ(δ) + c∗

˜̃N(δ) and for
(t, x), (t, x̄) ∈ Gb1T :

|p1(t, x)− p1(t, x̄)| < c10Ñ(δ) + c10
˜̃N(δ) + c10

∫ t

0

(N(δ) +NL(δ) + δ) dτ

+c10

∫ t

0

|p(τ, x1(τ ; t, x))− p(τ, x1(τ ; t, x̄))| dτ, (67)

where c10 = max {3c∗, c3 + c5, c
2c5, c6, c7, c8}.

From (67), for the function M(t, δ) (given by (66)) there holds

M(t, δ) ≤ c10Ñ(δ) + c10
˜̃N(δ) + t c10

(
N(δ) +NL(δ) + δ

)
+ c10

∫ t

0

M(τ, δ)dτ.

By Gronwall’s lemma, we have

M(t, δ) ≤
(
c10Ñ(δ) + c10

˜̃N(δ)
)
ec10 t + t

(
N(δ) +NL(δ) + δ

) (
ec10 t − 1

)
.

Now we choose

M̃2(δ) =
(
c10Ñ(δ) + c10

˜̃N(δ)
)
ec10 T

∗
+ T ∗

(
N(δ) +NL(δ) + δ

)(
ec10 T

∗
− 1
)
.

The same conclusion can be drawn for (t, x), (t, x̄) ∈ GbiT , i = m1 +
1, . . . ,m2. Basis on the presented reasoning we conclude that the functions of

the sequence {
(sk)
p } which satisfy (47) are equi-continuous with respect to x for

the fixed t ∈ [0, T ∗]. We will not consider the third case, i.e. when (t, x) ∈ GpiT
and (t, x̄) ∈ GbiT for i = 1, . . . ,m1 or (t, x) ∈ GpiT and (t, x̄) ∈ GbiT for
i = m1 +1, . . . ,m2. Below we prove a lemma, which shows, that as a modulus
of continuity we can take a sum of the two functions: M̃1(δ) i M̃2(δ).
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Lemma 3. If a sequence of functions {fn(x)} is equi-continuous on [a, b] and
on [b, c], then it is also equi-continuous on [a, c].

Proof. Let

M1(δ) = sup
|x−y|<δ
x,y∈[a,b]

|fn(x)− fn(y)|, M2(δ) = sup
|x−y|<δ
x,y∈[b,c]

|fn(x)− fn(y)|.

It is easy to see that

sup
|x−y|<δ
x∈[a,b]
y∈[b,c]

|fn(x)− fn(y)| ≤ sup
|x−b|<δ
x∈[a,b]

|fn(x)− fn(b)|+ sup
|b−y|<δ
y∈[b,c]

|fn(b)− fn(y)|

≤ M1(δ) +M2(δ).

�

By the Arzela-Ascoli theorem, if functions of a sequence are equi-bounded
and equi-continuous then there exists a uniformly convergent subsequence.

Therefore some subsequence {
(sk)
p } converges uniformly on [0, l] to the con-

tinuous function p(t, x) for fixed t ∈ [0, T ∗]. We have proved that the se-

quence {
(s)
u } converges uniformly to the continuous function u(t, x). Hence

we are able to consider a subsequence {
(sk)
u }, which obviously is uniformly

converged to u(t, x). Under the assumptions for the operator R we have

‖R[
(sk)
u ] − R[u]‖0 ≤ c ‖

(sk)
u −u‖0. Consequently, for fixed t ∈ [0, T ∗], R[

(sk)
u ]

converges uniformly to R[u] and R[
(sk)
u ]

(sk)
p converges uniformly to the con-

tinuous function R[u] p. Note that
(sk)
ux = R[

(sk)
u ]

(sk)
p . We conclude that the

function u(t, x) is continuously differentiable for t ∈ [0, T ∗], x ∈ [0, l] and
ux = R[u] p. Since the derivative of u(t, x) is unique, then every uniformly

convergent subsequence of {
(s)
p } converges to p(t, x). The sequence {

(s)
p } has

the only one limit point.

7 Proof of (A1)− (A5) for system (1)-(6)

For the unknown vector function u = [Na, ni, Vi, Te]
T , the total current density

I(t) is, in fact, given by the functional

I[u] =

(∫ l

0

νeff
e ni

dx

)−1

·

[
e

mi
U0 +

∫ l

0

(
νeffVi +

1

ni

∂

∂x

(
kTe
mi

ni

))
dx

]
.
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We write I(t) to emphasize that values of I[u] do not depend on x, but they
can depend on t, because the solution usually depends on t.
Ve in Eq. (4) denotes the electron velocity component in the axial direction.

It is given by Ve = Vi − I[u]
nie

. The characteristics of the system (1) - (4) have

the following slopes: ξ1 = Va, ξ2 = Vi −
√

5kTe
3mi

, ξ3 = Vi +
√

5kTe
3mi

, ξ4 = Ve

and the appropriate left eigenvectors are

L1 = [1, 0, 0, 0],

L2 =

[
0,

Te
ni
− mi

k e n2
i

√
5kTe
3mi

I[u] ,
mi

k e ni
I[u] − mi

k

√
5kTe
3mi

, 1

]
,

L3 =

[
0,

Te
ni

+
mi

k e n2
i

√
5kTe
3mi

I[u] ,
mi

k e ni
I[u] +

mi

k

√
5kTe
3mi

, 1

]
,

L4 =

[
0, 1, 0,−3

2

ni
Te

]
.

The matrix R of the right eigenvectors (columns) and the vector b on the right
hand side of the system are in the form:

R[u] =



1 0 0 0

0 kni
2mi

1√
5kTe
3mi

W1

kni
2mi

1√
5kTe
3mi

W2

2kTe
3mi W1W2

0 − k
2mi

1
W1

k
2mi

1
W2

−2kTe
I[u]
eni

3nimiW1W2

0 kTe
3mi

1√
5kTe
3mi

W1

kTe
3mi

1√
5kTe
3mi

W2

−2Te
3ni

(√
kTe
mi

)2
−
(
I[u]
eni

)2

W1W2


,

where W1 :=
√

5kTe
3mi
− I[u]

eni
, W2 :=

√
5kTe
3mi

+ I[u]
eni

and

b[u] =


−βNani
βNani

νeff

(
I[u]
eni
− Vi

)
+ βNa(Va − Vi)

2
3Q

 .
Here Q is given by (6).
We assume that the initial data for the unknown functions Na, ni, Vi, Te are

chosen in that way that
√

5kTe
3mi
− I[u]

eni
6= 0. Otherwise the eigenvectors of A be-

come linearly dependent. Because of the physical sense the functions Na and
ni should be positive. And also the assumption ne = ni can made singularity
since ne appears in denominator. Below we show that for positive initial data
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both functions will be also positive.
Let u0 = u(0, x) = [Na0(x), ni0(x), Vi0(x), Te0(x)]T , u ∈ B1

r (u0) ∈ C1([0, l]).
We can assume Na(t, 0) = N∗a (t) ≥ α > 0, ni(t, 0) ≥ α > 0, Na0(x) ≥ α > 0.
From (1), we have on the curves dx

dt = Va, that d lnNa
dt = −βne − Va,x. Then∥∥d lnNa

dt

∥∥
0
≤ βmax(r + ‖ni0‖0) + ‖Va,x‖0. Since

∥∥d lnNa
dt

∥∥
0

is bounded, we see
that ‖ lnNa‖0 is also bounded. Therefore if there exists classical, bounded so-
lution of the scheme (1) - (4) and Na0 ≥ α > 0 then the function Na is positive
and bounded for t ≥ 0. The same conclusion can be drawn for the function
ni. On the curves dx

dt = Vi, which cover all the domain, there is (from (2))
d lnni
dt = βNa−Vi,x. Hence d lnni

dt ≥ −‖Vi,x‖0, and ni(t, x) ≥ ni0e−
∫ t
0
‖Vi,x‖0dτ .

As ni0 ≥ α > 0 we see that ni is the positive and bounded function for t ≥ 0.
Now we will proof that all assumptions (A1) − (A5) are fulfilled for the

system (1)-(6). Let us notice, that ξ4 = Ve; L2; L3 and the right-hand side of
the system (see Eqs.(3) and (4)) depend on the total current density I[u] and
thus depend functionally on the solution.
In the coefficients of equations (3) and (4), the functional I[u] is multiplied by
the functions continuously differentiable. Moreover νeff (x) > 0 and the func-
tion ni is bounded from above, because it belongs to the ball B1

r (u0). Hence
we only need to proof that assumptions (A1)− (A5) hold for I[u].
To shorten notation we will write ν instead of νeff . We will also ignore the
constant coefficients 1

e , k
mi

.

For u ∈ B1
r (u0) and t ∈ [0, T ] we have

Assumption (A1) : Functions, that are in I[u], i.e. u and νeff , are continu-
ously differentiable and u ∈ B1

r (u0), νeff > 0. Hence I[u] is bounded.
Assumption (A2) : Let h = [h1, h2, h3, h4]T , h ∈ X1 and correspond with
the functions u1 = Na, u2 = ni, u3 = Vi, u4 = Te. We define

K1[u] =

∫ l

0

ν

ni
dx, K2[u] =

∫ l

0

ν Vidx, K3[u] =

∫ l

0

1

ni

∂(niTe)

∂x
dx.

Thus I = 1
K1

(
e
mi
U0 +K2 +K3

)
. It is well known a rule of differentiating a

quotient (if a numerator and a denominator are differentiable). Therefore we
only calculate the Fréchet derivative for the functionals K1, K2, K3:

• K ′1[u]h = −
∫ l

0
ν
n2
i
h2 dx and ‖K ′1[u]h‖0 ≤ a1 ‖h2‖0 ≤ a1 ‖h‖0, where

a1 =
∫ l

0
ν
n2
i
dx;

• K ′2[u]h =
∫ l

0
ν h3 dx and ‖K ′2[u]h‖0 ≤ a2 ‖h3‖0 ≤ a2 ‖h‖0, where a2 =∫ l

0
ν dx;

• K ′3[u]h = h4(l)−h4(0) +
∫ l

0
1
ni

∂ni
∂x h4 dx−

∫ l
0
Te
n2
i

∂ni
∂x h2 dx+

∫ l
0
Te
ni

dh2

dx dx.
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It is enough to take h ∈ X0 because thanks to integrating by parts we
can eliminate the derivative dh2

dx :

K ′3[u]h = h4(l)− h4(0) +

∫ l

0

1

ni

∂ni
∂x

h4 dx−
∫ l

0

Te
n2
i

∂ni
∂x

h2 dx

+

[
h2(x)

Te(t, x)

ni(t, x)

]x=l

x=0

−
∫ l

0

h2
∂

∂x

(
Te
ni

)
dx

= h4(l)− h4(0) +

[
h2(x)

Te(t, x)

ni(t, x)

]x=l

x=0

+

∫ l

0

1

ni

∂ni
∂x

h4 dx

−
∫ l

0

h2

ni

∂Te
∂x

dx.

This gives

‖K ′3[u]h‖0 ≤ 2‖h4‖0 + ‖h4‖0 ·
∫ l

0

∣∣∣∣ 1

ni

∂ni
∂x

∣∣∣∣ dx+ ‖h2‖0 ·
∫ l

0

∣∣∣∣ 1

ni

∂Te
∂x

∣∣∣∣ dx
+‖h2‖0 · 2

∥∥∥∥Teni
∥∥∥∥

0

≤ a3 ‖h‖0,

where a3 = 2 max
{

2 +
∫ l

0

∣∣∣ 1
ne

∂ne
∂x

∣∣∣ dx ;
∫ l

0

∣∣∣ 1
ne

∂T
∂x

∣∣∣ dx+ 2
∥∥∥ Tne ∥∥∥0

}
.

Finally we obtain ‖I ′[u]h‖0 ≤ a ‖h‖0 for the constant a, which is expressed by
a1, a2, a3, e

mi
U0.

Assumption (A3) : As I[u] does not depend explicit on t we have
(
∂
∂tI
)

[u] = 0.
Assumption (A4) : If K[u](x) = g(x, u), where g is continuously differen-
tiable function with respect to x and u, then the assumption (A4) is imme-
diately satisfied (taking N(δ) = 0). The operators in the coefficients of the
system are products of the differentiable functions and the functional I[u], e.g.
1
ne
I[u]. Since I[u] is bounded and ∂

∂x (I[u]) = 0, assumption (A4) holds.
Assumption (A5) : We can check if the assumption (A5) holds by estimating
‖I[u] − I[ū]‖0. In the other hand it is easily seen that the Fréchet derivative
is bounded and finally the Lipschitz condition (A5) holds. Since for h ∈ X0

we have ‖I ′[u]h‖0 ≤ c ‖h‖0, the norm of the Fréchet derivative is bounded by
c. It implies ‖I[u]− I[ū]‖0 ≤ c ‖u− ū‖0 for u ∈ B1

r (u0).
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