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The Path Hyperoperation

Antonios Kalampakas, Stefanos Spartalis and Alexandros Tsigkas

Abstract

A new class of hypergroupoids, deriving from binary relations, is
presented, via the introduced path hyperoperation. Its properties are
investigated and its connections with Graph Theory are also delineated.
Moreover, we present an application of this hyperoperation to assembly
line designing and management.

1 Introduction

Hypergroupoids deriving from binary relations, namely C-hypergroupoids
where introduced by Corsini in [6], see also [16]-[19]. The correlation between
hyperstructures and binary relations in general has been also investigated in
[3]-[5], [7]-[9] and [11, 14]. In the present paper we further expand the ongoing
research on hypergroupoids by generalizing the concept of C-hypergroupoids
via the introduced path hyperoperation. More precisely, given a set V and a
binary relation R ⊆ V × V the path hyperoperation �R assigns to every pair
(x, y) ∈ V × V the set that consists of every element of V that belongs to at
least one directed path from x to y.

It is clear that this definition is a generalization of Corsini’s hyperoperation
and moreover, for any binary relation R ⊆ V ×V and elements x, y ∈ V , their
Corsini product is always a subset of x �R y. The connection of this notion
with directed graphs is illustrated by proving that given a graph G = (V,R),
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the corresponding path hyperoperation is not partial if and only if the graph
is strongly connected.

Moreover, in the sequel, we present an application to the design and man-
agement of mixed-model assembly lines. Due to the growing trend for product
variability and shorter life cycle, mixed-model assembly lines are gradually re-
placing the traditional single model production systems and are found all over
the world in many industrial environments [2]. In mixed-model assembly lines
different products are jointly manufactured in intermixed product sequences
on the same line. As a consequence, typically, all models are variations of the
same base product and only differ in specific customizable product attributes,
also referred to as options [1]. The design of such a system requires the assign-
ment of specific tasks to workstations with respect to a given set of precedence
constraints. The so obtained assembly sequence is visualized by using directed
graphs, traditionally called precedence graphs, first developed by Salveson [15].

In this respect, the introduced path hyperoperation is employed in order
to design the precedence graph of a specific product with respect to a known
set of precedence relations. Moreover a similar procedure is also utilized in
order to construct the joint precedence graph of two or more precedence graphs
encompassing all their characteristics.

In Section 2, basic concepts and results on directed graphs and hyper-
groupoids are presented. In Section 3 we define the path hyperoperation which
is actually a generalization of Corsini’s hyperoperation. The relation of the
novel notion with graph theory is also illustrated. In the last section we
present a proposed application of the path hyperoperation to the design of
mixed-model assembly lines.

2 Preliminaries

A partial hypergroupoid is a pair (H, ?), where H is a non-empty set, and ?
is a hyperoperation i.e.

? : H ×H → P(H), (x, y) 7→ x ? y.

If A,B ∈ P(H)-{∅}, then

A ? B =
⋃

a∈A,b∈B
a ? b.

We denote by a ? B (respectively, A ? b) the hyperproduct A ? B in the case
that the set A (respectively, the set B) is the singleton {a} (respectively, {b}).
Moreover, (H, ?) is called a hypergroupoid if x ? y 6= ∅, for all x, y ∈ H and
it is called a degenerative (respectively, total) hypergroupoid in the case that
for all x, y ∈ H, x ? y = ∅ (respectively, x ? y = H). Given a binary relation
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R ⊆ H × H the Corsini’s hyperoperation ∗R : H × H → P(H) is defined in
the following way:

(x, y) 7→ x ∗R y = {z ∈ H | (x, z) ∈ R and (z, y) ∈ R}.

The hyperstructure (H, ∗R) is called Corsini’s partial hypergroupoid associated
with the binary relation R or simply partial C-hypergroupoid and is denoted
HR (cf. [6, 10, 16, 17]). In the case that x ∗R y 6= ∅, for all x, y ∈ H, then
(H, ∗R) is called C-hypergroupoid. It can be easily seen that a partial C-
hypergroupoid HR is a C-hypergroupoid if and only if it holds R◦R = H×H,
where ◦ is the usual relation composition. Let R ⊆ H×H be a binary relation
on the set H = {x1, x2, . . . , xn} then the n× n matrix

MR = [mi,j ]n×n, with mi,j = 1 if (xi, xj) ∈ R and mi,j = 0, else

is called the boolean matrix of R.
Formally a concrete directed graph G is a pair (V,RG) where:

- V is a finite set, the elements of which we call vertices and

- RG ⊆ V × V is a set of pairs of V the elements of which we call edges.

A vertex is simply drawn as a node and an edge as an arrow connecting two
vertices the head and the tail of the edge. A graph G′ = (VG′ , RG′) is a
subgraph of the graph G = (V,RG) if it holds V ′G ⊆ V and R′G ⊆ RG. In
the other direction, a supergraph of a graph G is a graph that has G as a
subgraph. We say that the graph H is included in the graph G (H ≤ G) if
G has a subgraph that is equal or isomorphic to H. The relation ≤, which is
called graph inclusion, is a graph invariant.

Given a graph G = (V,RG) and v ∈ V the number of edges that “leave”
the vertex v is called the out degree of v and the number of edges that “enter”
the vertex is called the in degree of v. Moreover we denote by degreeout(G)
the set of all the out degrees of G’s vertices and similarly for degreein(G).
The order of a graph is the number of its vertices, i.e. |V |, and the size of a
graph is the number of its edges, i.e. |RG|. A loop is an edge whose head and
tail is the same vertex. An edge is multiple if there is another edge with the
same head and the same tail. A graph is called simple if it has no multiple
edges. A vertex is called isolated if there is no edge connected to it. Given
a graph G = (V,RG) and v1, vn ∈ V , we say that there exists a path from
the node v1 to the node vn if there exist nodes v2, . . . , vn−1 ∈ V , such that
(vi, vi+1) ∈ RG, for all i = 1, . . . , n − 1. The sequence of nodes v1, . . . , vn is
called the path from v1 to vn. A node v belongs to this path if v = vi, for
some 2 ≤ i ≤ n− 1. We set the length of the path v1, . . . , vn to be n− 1, i.e.,
equal with the number of the edges that we travel to move from v1 to vn.
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Two graphs G and H are said to be isomorphic if there exists an isomor-
phism f between the vertices of the two graphs that respects the edges, i.e.
it holds (x, y) ∈ RG if and only if (f(x), f(y)) ∈ RH . Since the specific sets
V , RG chosen to define a concrete directed graph G are actually irrelevant
we don’t distinguish between two isomorphic graphs. Hence the following
definition of an abstract graph. The equivalence class of a concrete directed
graph with respect to isomorphism is called an abstract directed graph or sim-
ply graph. A graph property is called invariant if it is invariant under graph
isomorphisms. In what follows we consider simple graphs without isolated
vertices.

3 Path Hyperoperation and Graph Theory

In this section we introduce path hypergroupoids, which are a generalization
of C-hypergroupoids, and present their connection with Graph Theory.

Given a binary relation R ⊆ V × V the path hyperoperation �R : V × V →
P(V ) is defined by:

a �R b = {c ∈ V | (a, c1) ∈ R, . . . , (ci, c) ∈ R, (c,ci+1) ∈ R, . . . , (cn, b) ∈ R,

ci ∈ V, i ∈ {1, 2, . . . , n}, n ∈ N}.

The so obtained hyperstructure is called path hypergroupoid. It is clear that for
any binary relation R ⊆ V × V and elements x, y ∈ V , their Corsini product
x ∗R y is always a subset of x �R y.

From the above definition and the notion of a path inside a graph we obtain

Proposition 1. Let G = (V,R) be a directed graph and �R the path hyperop-
eration deriving from G. Then for every x, y ∈ V it holds

x �R y = {z ∈ V | z belongs to a path from x to y}.

It is easy to verify that for every binary relation R ⊆ V × V and elements
x, y ∈ V it holds

x ∗R y ⊆ x �R y,

where x ∗R y is the Corsini product of x and y.
Given a graph G = (V,R), the path hyperoperation �R structures the

set V into a (partial) hypergroupoid called the path (partial) hypergroupoid
associated with G. If the path hyperoperation structures V into a (non-partial)
hypergroupoid then the same holds for every graph G′ isomorphic with G,
hence this property is a graph invariant. From the definition of the path in a
graph and Proposition 1 we obtain
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Proposition 2. Let G = (V,R) and v, u ∈ V , then v �R u 6= ∅ if and only if
there exists a path from v to u of length greater or equal to 2.

It is shown in [10] that the Corsini hyperoperation ∗R associated with a
graph is non-partial if and only if there exists a path of length 2 between every
pair of nodes of G. The path hyperoperation is a generalization of Corsini’s
hyperoperation and in this respect the following result is intuitively expected.

Proposition 3. Given a graph G = (V,R), the path hyperoperation �R struc-
tures V into a non-partial hypergroupoid if and only if for every pair of nodes
v, u ∈ V there exists a path from v to u of length greater or equal to 2.

Proof. The path hyperoperation associated with G is a hypergroupoid if and
only if v �G u 6= ∅ for all v, u ∈ V . By Proposition 2 this holds if and only if
for every pair of nodes v, u ∈ V there exists a path from v to u of length at
least 2.

In what follows we investigate the relationship between the path hyper-
operation and graph connectivity. Graph connectivity is of special interest in
networking, search, shortest path and many other applications. A strongly
connected graph has a path from all vertices to all vertices and the strongly
connected components of a graph are the strongly connected subgraphs. The
world wide web is essentially one large directed graph, to gather pages for
search engines, web crawlers move from one node (page) to another along
edges defined by hyperlinks. Strong connectivity can be characterized by us-
ing the path hyperoperation.

Formally, a graph G = (V,R) is called strongly connected if for every pair
of nodes v, u ∈ V there exist paths from v to u and from u to v. For example
the graph:

is strongly connected while the graph is not since from a we cannot reach

nodes b, c, d and e.
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The path hyperoperation characterizes strongly connected graphs in the
following way

Theorem 1. A graph G = (V,R) is strongly connected if and only if the
associated path hyperoperation is non-partial.

Proof. (⇒) Assume that G is strongly connected, we shall show that v�Ru 6= ∅
for all v, u ∈ V . Since G is strongly connected for every v, u ∈ V there exists
a path from v to u. If the path is of length greater or equal to 2, then by
Proposition 2 v �R u 6= ∅. Now assume that the path between v and u is of
length 1 i.e., there exists an edge e1 from v to u. Since we assumed that G
is strongly connected there also exists a path p1 from u to v. Hence the path
e1p1e1 is a path of length greater than 2 from v to u and from Proposition 2
we obtain the desired result.

(⇐) Assume that �R is non-partial i.e., for all v, u ∈ V it holds v �R u 6= ∅.
Hence from Proposition 2 there exists a path of length greater or equal to
2 from v to u. Since this holds for all pairs of nodes of G, G is strongly
connected.

A graph G′ = (V ′, R′) is a subgraph of a graph G = (V,R) if V ′ ⊆ V
and R′ ⊆ R. The strongly connected components of a graph are the strongly
connected subgraphs. More formally, a strongly connected component of a
graph G is a maximal subgraph G′ = (V ′, R′) in which there exists a path be-
tween any two nodes of V ′. From the above definition we obtain the following
proposition.

Proposition 4. Let G = (V,R) be a graph and v, u ∈ V , then v �R u 6= ∅
and u �R v 6= ∅ if and only if v and u belong to the same strongly connected
component of G.

Proof. Similar with the proof of Theorem 1.

4 An Application of the Path Hyperoperation to Mixed-
Model Assembly Line Designing

In this section we propose an application of the introduced hyperoperation to
the design and management of mixed-model assembly lines.

The first step in designing an assembly line is the assignment of tasks to
workstations. This consist of grouping the tasks in a particular way that bal-
ances the workload over a number of workstations. Traditionally an assembly
sequence is visualized by virtue of precedence graphs first developed by Salve-
son [15]. The role of the precedence graph is to instruct the particular way
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the product has to be assembled. As a simple example, a bottle can’t be filled
when the cap is already on.

The fundamental problem of the design of an assembly line is to assign the
tasks to an ordered sequence of workstations such that the precedence relations
are satisfied in an optimal way. Many exact, heuristic and metaheuristic ap-
proaches have been proposed for solving the so-called assembly line balancing
problem, see [12] for a review. Here we present a first step towards the employ-
ment of the theory of hyperstructures, presented in the previous sections, for
the design of precedence graphs and the generation of joint precedence graphs.

More precisely, an assembly line consists of work stations usually arranged
along a conveyor belt or a similar material handling equipment. The jobs are
consecutively launched down the line and are moved from station to station
and at each station certain operations are repeatedly performed. The total
amount of work necessary to assemble a work piece (job) is split up into a
set of elementary operations named tasks. Performing a task t takes a time
tj and requires certain equipment of machines and/or skills of workers. The
total workload necessary for assembling a work piece is measured by the sum
of task times. This arrangement can be illustrated by a precedence graph. As
an example we illustrate

The above figure shows a precedence graph with tasks t = 1, . . . , 6 (the
corresponding task times are t1, . . . , t6). It consists of a node for each task and
edges for the direct precedence constraints, the indirect precedence constraints
are the paths of the precedence graph.

As an application of the path hyperoperation in the assembly line designing
problem we illustrate here an instance derived from the European automobile
industry in the lines of [1]. First we will see how, by the use of the path hyper-
operation, we can obtain the precedence graph by starting from a set of given
constraints. We consider a small part of a mixed-model assembly line pro-
ducing cars where the offered options are: manual sunroof, electrical sunroof,
power windows and electrical mirrors. The relevant tasks T = {1, 2, . . . , 7} for
the corresponding mixed-model assembly line are given below.
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Mixed-model assembly line tasks
1: Initial common tasks
2: Door wiring harness
3: Electrical windows
4: Electrical mirrors
5: Roof wiring harness
6: Sunroof installation
7: Final common tasks

The required tasks for the model M1 with the electrical sunroof and electrical
mirrors are tasks 1, 2, 4, 5, 6 and 7. It is known that the required precedence
constraints for these tasks are as follows.

In order to design the precedence graph for the assembly of the model M1

we first construct the corresponding binary relation

R1 = {(1, 7), (4, 7), (6, 7), (1, 6), (5, 6), (1, 4), (2, 4), (1, 5), (1, 2)}.

on the underlying set V1 = {1, 2, 4, 5, 6, 7}. The related graph G1 = (V1, R1)
is thus obtained.
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The redundant arcs of G1 are then removed by applying the following
algorithm

for all (i, j) ∈ R1, if i �R1 j 6= ∅ then R1 := R1 − (i, j) (1)

on the table of the hyperoperation �R1 :

�R1
1 2 4 5 6 7

1 ∅ ∅ {2} ∅ {5} {2, 4, 5, 6}
2 ∅ ∅ ∅ ∅ ∅ {4}
4 ∅ ∅ ∅ ∅ ∅ ∅
5 ∅ ∅ ∅ ∅ ∅ {6}
6 ∅ ∅ ∅ ∅ ∅ ∅
7 ∅ ∅ ∅ ∅ ∅ ∅

When this procedure is completed the above graph is transformed to the de-
sired precedence graph GM1

= (VM1
, RM1

) of the model M1.

Notice that it holds �R1
= �RM1

.

The same technique can be also utilized for the generation of the joint
of two or more precedence graphs. Indeed car manufacturers offer their cars
in a huge number of models, which can be configured by combining the op-
tions offered. The following table (see [13]) presents the variety of car types
produced by European car manufacturers and the related product options (di-
vided into four groups: car bodies, power trains, paint-and-trim-combinations
and factory fitted equipment options) and the (theoretical) number of the cor-
responding models which grows exponentially as a function of the number of
options offered.
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Actually, only a small selection of these theoretical option combinations
are demanded and, thus, only very few models are repeatedly assembled but
there is no adequate basis for estimating future demand rates. Moreover, a
procedure for generating a joint precedence graph, which has to iterate through
all possible models, suffers from the extraordinary computational requirements
in this order of magnitude. Consequently, the effective generation of joint
precedence graphs is of decisive importance. In what follows we illustrate the
use the algorithm (1) in order to create the joint precedence graph obtained
by combining two given precedence graphs. Consider the model M1 presented
above and a model M2 with electrical windows and manual sunroof. The
corresponding precedence graph GM2

= (V2, R2) is

The joint precedence graph of GM1
and GM2

is obtained as follows. First
we construct the intermediate graph G′ = (V ′, R′) where V ′ = V1 ∪ V2 and
R′ = R1 ∪R2. Hence the resulting graph G′ is
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We then apply algorithm (1) to the corresponding hyperoperation �R′ and
obtain the resulting precedence graph GM1∨M2

We note that although the examples presented in this section derive from
the automobile industry, the proposed approach can be applied for task as-
signment of any mixed-model assembly line with a high degree of product
variety.
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